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Abstract. In this paper, we demonstrated an evidence-based action research in
an introductory programming class with the use of an information dashboard
which provides coding metrics to visualize students’ engagement of their
assignments. The information dashboard was designed for teachers to improve
their classroom teaching using the same coding metrics which was verified in
our previous research [9]. The system was equipped with a cross-filter func-
tionality for exploring the entire classroom metrics. Accordingly, teachers can
easily conduct a temporal analysis, an across-year comparison, and a cross
metrics analysis. We examined the system for the improvement of the 5th year
course using a dataset from the past four years from a non-CS introductory
programming course at a university. Qualitative analysis was conducted using
the discourse between teachers and teaching assistants with the proposed
dashboard. The results showed that the system succeeded in promoting dis-
course, which included a clearer understanding of the class and its improvement,
such as teaching method, assignments, or of students’ behavior.
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1 Introduction

Twenty-first century knowledge societies and the commonality of information and
communication technologies in societies have been pushing for a fundamental reform in
education [1]. This request will greatly affect learning management in the informatics
field, with a shift from teaching how to use applications to “computing” - creating and
designing a new problem solution with computational thinking [2]. This new assessment
method for the programming education is significant for research in this field [3, 4].

The issue of definition and its assessment has been a long quest [5]. Recent
technologies are enabling us to collect fine-grained massive logs in educational situ-
ations by an automated way. Using the terms of educational data mining or learning
analytics, a new assessment method using the collected data has been anticipated even
in programming education [6]. The first generation of research in the 2000s was limited
to simple analysis such as compilation error occurrences profiles analysis (e.g. [7]),
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although recently fine-grained log analysis has increasingly revealed the actual efforts
for student assignments [8], or measuring the impact of block-based language [9].

Prior studies have highlighted the difficulty of reproducing/replicating research
results in this field [6]. There is general difficulty in human subject studies, as con-
troversial discussions are still ongoing in programming education research [10, 11]. We
should continue the pursuit of research toward the goal of the elucidating the nature of
programming education. Simultaneously, the environment for analysis using the col-
lected dataset should be developed in order to improve actual classroom learning.

Towards this end, we proposed an information dashboard for teachers to improve
their introductory programming classroom. The tool was designed to help teachers’
action research to improve the teaching/learning environment, especially in the case of
classes that are repeatedly conducted over a relatively long period of time (imagine the
2nd year course of the subject will be improved by the data of the 1st year course).

The academic contributions of this paper contain three aspects. First is the design of
the dashboard, which is based on our previous research, and enable teachers to
effectively ascertain the unique learning issues in their respective classrooms. In
addition, as we use the latest web technology, teachers can easily access the dashboard
and explore it using a filtering functionality. The second contribution is the application
of the dashboard to actual classroom environments. Teachers tried to make improve-
ments for 5th year course using the dashboard which shows the former 4 years’ data-set.
The third contribution is our study methodology. All of the sessions containing the
detailed discussions of the teachers and assistants with the dashboard were recorded
and in-depth qualitative analyses for each session were carried out.

2 Related Work

As discussed in the previous section, the recorded data in the actual programming
session and proposed method of analyzing the recorded data are a common research
approach within this field. For example, Toll et al. [8] proposed four categories to be
classified by the granularity of the recorded logs. The categories include Compilations,
Text change, Active Use, and Time in Tool. Jadud’s compilation analysis [7] is cat-
egorized as the Compilation level, and Matsuzawa’s compile error visualization [12]
can be categorized at the level as well.

ClockIt [13] and Retina [14] are categorized as the Text change level. Comparing
this approach through focusing on teacher usage of the visualizations, ClockIt is
designed for a single student. Retina is designed for both students and teachers;
however, the teacher’s view shows the detailed errors for each student. There are
limitations in the ability for conducting action research to improve an entire class.

Helminen et al. [15] and PPV [16] are tools to display the replay of programming
sessions using fine-grained typing logs. The purpose of these tools is to perform an
in-depth analysis of each individual student. Alammary et al. [17] advocated a “Smart
Lab”. A dashboard is a system for teachers to visualize the students “seats map” and
shows the status of each student. This kind of tool is considered useful for ascertaining
the progress of student assignments in real-time. But its use is questionable toward the
improvement of an entire class or curriculum.
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In the field of software engineering, Johnson and Zhang [18] proposed a dashboard
system. They used the metaphor of a medical ICU (Intensive Care Unit). The proposed
system shows a commit (code) telemetry which visualizes the current status using the
metrics used in the software engineering field.

Heig et al. [19] advocated a suite of visualization tools to show the usage of the
learning management system and attempted to detect the student behavior patterns. The
data they used were the access logs of a learning management system. Although
differing from our research, the visualization of a heat map for each student has some
resemblance to our tool.

Student performance in undergraduate programming classes has been studied using
paper exams. Lister et al. [20] reported on reading and tracing skills for multi-regional
university students. Ford [21] tried to assess the achievement of their classes incor-
porating tests used in cognitive studies in programming [10]. Results showed that only
50% of students understood class assignments, so they attempted to improve this aspect
of their classroom. This is quite a remarkable result as a form of evidence-based action
research within programming education.

3 Information Dashboard

This section will provide a brief description of the information dashboard which is
designed for teachers to improve an introductory programming class, by providing
coding metrics [9] to show the engagement of students in their assignments. The whole
view of the dashboard is shown below in Fig. 1. According to Few [22], an information
dashboard can be defined as follows:

A dashboard is a visual display of the most important information needed to achieve one or
more objectives; consolidated and arranged on a single screen so the information can be
monitored at a glance.

The main objective of this study is to improve an introductory-level programming
classroom. All the visualization graphs are laid out in an HD (1920 � 1080 pixels)
screen, which provides teachers with a glance view of all the coding metrics. The purpose
of the dashboard is not for real-time “monitoring”, but to promote teacher “exploration”
of the data over a relatively long period of time (weekly, monthly, or yearly). Hence, the
dashboard design resembles an “accumulated” view rather than a general telemetry
system, which promotes understanding of the summary in a short time.

The logs of student computer operations were collected by the previously proposed
framework [16], and the system computes the coding metrics: working time, LOC
(lines of code), compile error correction time, and block editor usage ratio. The metrics
are computed for each unit of assignment x student. Brief explanations of each graph in
Fig. 1 are described as follows:

1. Pie graphs show the years and weeks. A user can filter by clicking this part.
2. A scatter plot shows the relationship between two selected coding metrics.
3. Five line charts are shown for each of the 5 coding metrics, which are arranged with

the assignments ordered chronologically. Each colored line shows a different year.
4. A box plot shows the distribution of students for a selected coding metric.
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5. A histogram shows the distribution of a particular selected assignment.
6. Tiled representations provide a graduation analysis environment as used in our

previous research [9].

Fig. 1. Proposed information dashboard (Color figure online)

The system was implemented on the web with Javascript, with the user being able
to use a browser to see the dashboard. The libraries of d3.js, dc.js, and crossfilter.js
were used in the implementation; accordingly, the system is equipped with cross-filter
functionality for exploring the entire classroom metrics. Teachers can easily conduct a
temporal analysis or cross-year comparison.

4 Research Method

4.1 Research Questions

We conducted an evaluation of the dashboard in an actual class setting. The research
questions of the evaluation generally focused on whether or not we would be able to
achieve the objectives of the dashboard design:

RQ1: Can the dashboard facilitate among teachers productive discussions for the
goal of improving the quality of introductory programming classes? Can this be
entirely performed by using coding metrics visualized on the dashboard?
RQ2: While RQ1 is supported, how does it work? What can be facilitated as
discoveries or actual ideas by users for improvements in their classrooms?

4.2 Education Environment Descriptions

The introductory programming course was designed for liberal arts students, as
opposed to computer science students. Therefore, the main objective of the course was
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to develop a better understanding of task-oriented programming. The objective was
independent from any programming language, although Java language was used in the
actual environment. Approximately 100 students participated annually in the course,
which was administered by two teachers and six teaching assistants.

4.3 Use of the Dashboard and Analyzed Discourse

We evaluated the dashboard at teaching staff meetings which were held weekly for the
purpose of classroom management. Two teachers and six teaching assistants partici-
pated in the meetings, and their discussions focused on reflecting on the previous
week’s class and management methods for the next class. The evaluation was con-
ducted in a 2016 course management meeting using the proposed dashboard on a
shared projection screen, which showed the prior four years’ data plus additional data
up until the previous meeting.

All discussion sessions were recorded using a camcorder, and seven cases were
selected (as described on Sect. 5.1) in which the discussants used the dashboard in their
discussions to conduct in-depth qualitative analysis.

4.4 Coding Method

We conducted two types of analyses for the seven discourse cases. An example of the
two analyses is shown in Fig. 2. As for RQ1: to confirm the dashboard properly works,

Reply# Discussant Reply

The next week will be 11th. Students did not take compile errors fixing in the 11th week
's assignments.

It's reasonable, because students will face many opportuni es to run program, but..

The week's compile error fixing me is low in every year, but in terms of working me…

Can I confirm that are we talking about the next week's class.

Yes, we are. There are many assignments for students, students took much working me
while comparing with other weeks'.

Okay, consequently which is the best instruc on for the week?
A debug mode in the programming environment may be used to solve this problem….

We didn't use it before, but we may try to use a debugger

I agree with it.

As the topic of the week is GUI (recursion), studnets can trace their code one by one by
using a debugger, it should work. It clealy guides where is the problem. Though it is not
easy to fix the problem if they find the problem.

Case4, Scene1: Prepara on for the 11th week class

Across-year
Comparison

Men oning
Quan ty

Educa onal
Discovery

Idea for
Improvement

Compile Error Fixing Time (%)

Working Time (minutes)

assignments

assignments

Fig. 2. An example of the coding method used in the qualitative analysis of the discourse using
the proposed dashboard (Color figure online)
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we inspected the relationships between the discourse and usage of the dashboard. As
shown in Fig. 2, the arrows reveal the relationships, each indicating an underlined
sentence where an arrow starts from and mentions the part of the dashboard the arrow
points to.

As for RQ2: how the dashboard promotes productive discussions for teachers, we
created a coding scheme as shown in Table 1. The coding categories are comprised of
Across-year Comparison, Mentioning Quality, Educational Discovery, and Idea for
Improvement. The four categories are colored as shown in the legend in Fig. 2, with
the coded parts in the discourse highlighted in each color.

The analysis for entire discourse was performed by a single rater, who also served
as a teaching assistant and participated in the teaching staff meetings. The second rater
performed independently for 4 of 7 cases (57%) of the discourse. The interrater reli-
ability was 73%, conflicts are resolved by a raters’ discussion.

Table 1. The coding scheme for RQ2: how does the dashboard promote productive discussions
for teachers?

Coding
category

Brief definition Representative example(s)

Across-year
comparison

A discussant is talking about an
across-year comparison using
particular parts of the dashboard, by
comparing two lines, or using
filtering functionality

- This year’s shape of line is
opposite to the previous years’
- The maximum of LOC in middle
assignment was around 300 until
2013, but this year…

Mentioning
quantity

A discussant is mentioning to a
quantitative data which indicated in
a particular part of the dashboard

- This 20% means approximately 1
of 5 students used block editor…
- To my surprise, there is a student
who wrote 12000+ lines in
assignment…

Educational
discovery

A discussant (or whole group) found
the new fact or ide for educational
situation including students
behaviors. Tacit knowledge which is
observed by teaching staff in
classroom was clearly supported or
unsupported by data which is shared
between teaching staff as explicit
knowledge

- This student accomplished really
hard work to draw his favor figure
- We can confirm the negative
correlation between working tin and
compile error fixing time, though its
obvious

Idea for
improvement

A discussant suggested or proposed
an idea for improvement of
educational situation, such as
difficulty assignment, method of
instruction, teaching

- This assignment can be split into
two or three small steps because…
- A debug mode I5 in the
programming environment may be
us to solve this problem…
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5 Results

5.1 Short Descriptions of Each Case

Case 1: Effects of reordering assignments
The teaching staff discussed what the obstacles were for why students in previous
courses required a longer time in completing their assignments. The teachers hypoth-
esized that the problem was caused by the ordering of assignments, so that the teachers
tried to reorder the assignments for the current year. A week later, the teachers could
confirm there was improvement, as the dashboard indicated the actual working time
was reduced by nearly 10 min. They also discovered that there were some students
who exhibited a longer compile error correction time, particularly in the target
assignment, later confirming one of the reasons was their low usage of BlockEditor.

Case 2: Compile error correction time and its improvement
One teacher had felt it was difficult to maintain student motivation in some assignments
in which the average compile error correction time was indicated as being longer. The
teaching team isolated the type of assignments, and then realized that students tended to
compile once after writing the whole program. A few suggestions were given for how
to improve the situation, including dividing the assignment into some smaller steps, or
teaching students to compile progressively one by one for each small part.

Case 3: Working time and maximum lines of codes
Midterm assignment: a task to create their own GUI contents (Game or other interactive
contents) was discussed. The average working time was approximately five hours, with
a maximum time of over 25 h. The result was unexpectedly long in a positive way. The
maximum code size was 16,000+. It was negatively evaluated because the teachers
considered it was caused by copying without thinking of the abstraction of the
algorithm.

Case 4: Characteristics of the assignment and improvement of instruction
The dashboard indicated a particular week’s characteristics: students worked long, but
took a short time to compile error corrections. The topic of the week was recursion. The
team concluded to promote student use of a debugger to trace their code.

Case 5: Working time outside of classroom
The team tried to estimate how long students worked outside of classroom time. As the
working time of each assignment was 40 min, the working time outside was estimated
to be one hour. The team discussed the estimation’s validity for education.

Case 6: Correlation between several coding metrics
Correlations between several coding metrics were analyzed in the discussion. For
example, the fact there was no correlation between working time and lines of code was
an unexpected result. After the discussion about the reason for the result, teachers
reached a consensus that the assigned common tasks were well-structured, and the code
size could be estimated within a common solution.
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Case 7: BlockEditor usage of the 2016 year’s course
Similar analyses to those of BlockEditor’s research [9] were discussed. During the
current year there were a few compulsory assignments using BlockEditor, although the
results indicated a low BlockEditor usage ratio even during the early weeks of the
course. Whereas during the prior years the usage ratios of BlockEditor were shown to
also be high during the latter weeks of the course. The team also confirmed several
other facts: students selected BlockEditor to reduce compile error corrections, or there
were no significant differences in working time and LOC between BlockEditor users
and non-users.

5.2 Results of Qualitative Analysis

Based on the results of the qualitative analysis of seven cases, we created a heat-map to
visualize the coverage of used graphs on the dashboard. The heat-map is shown in
Fig. 3. In the figure, the used graphs in the discussion of each case are highlighted in
transparent red.

The depth of transparency red in Fig. 3 shows the percentage of usage, which is
calculated by the frequencies of arrows in the discourse (Fig. 2). The heat-map of ALL
indicates the graphs used in all seven cases, which is calculated by the number of cases
in which the graph was used.

100%

0%

50%

75%

25%

Case1 Case2 Case3

Case4 Case5 Case6

Case7

ALL

Fig. 3. A heat-map representing the coverage of graph-usage in each case. ALL shows the
coverage by summing up all seven cases (Color figure online)
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The results of the analysis using the described coding scheme (as shown in Table 1)
are shown in Table 2. We could confirm that the four coding categories can be seen in
most cases broadly. Essentially, many educational discoveries were identified using the
dashboard, and the phenomenon is supported by the descriptions of each case described
in Sect. 5.1. Although the number of Ideas for Improvement was not particularly high
if compared with the other categories, these were ideas supported by the facts dis-
covered in the Educational Discovery category.

6 Discussion

RQ1 asked “Can the dashboard facilitate teachers’ productive discussion to improve
introductory programming classroom? And is it able to be performed by using coding
metrics visualized in the dashboard?” The results were generally positive: we could
examine 100% of the coverage by use of the graphs in the seven cases by the heat-map,
which were effectively used in the discourse on improving the classes. The filtering
functionality was also used in 6 out of 7 cases. To be specific in each case, the use of
line charts of coding metrics was popular, and the other boxplot or tile representations
were used when users needed to use specific data to explore deeper facts in the
classroom.

Table 2. The results of analysis for RQ2: how does the dashboard promote productive
discussion for teachers?

Across-year
comparison

Mentioning
quantity

Educational
discovery

Idea for
improvement

Casel: effects of reordering
assignments

3 2 3 0

Case2: compile error
fixing time in the class and
its improvement

0 0 2 2

Case3: corrrelation
between working time and
maximum lines of codes

3 13 4 0

Case4: characteristics of
particular assignment and
improvement of its
instruction

0 0 2 1

Case5: working time on
outside classroom

0 2 1 0

Case6: correlation
between several coding
metrics

0 0 2 0

Case7: block-editor usage
of this year’s class

1 4 5 0

Total 7 21 19 3
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RQ2 asked “While RQ1 is supported, how does it work? And what can be facil-
itated as discoveries or actual ideas by users for improvements of their classroom?” A
surprising result revealed by the qualitative analysis was that 19 Educational Discov-
eries were coded in all of the seven cases. We define Educational Discovery not only as
finding a new fact or idea in an educational situation, but by whether or not the tacit
knowledge observed in the classroom was clearly supported. The results indicate
that evidence-based facts can be shared between teaching staff as explicit knowledge.
Furthermore, misunderstandings of the classroom environment can be fixed through
this process. We strongly believe that a progressive, iterative, and continuous
improvement of classrooms can be attained through this process.
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