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Abstract. Sitting posture has a close relationship with our health, keeping right
sitting posture is important for people to avoid chronic diseases. However, auto‐
matic unhealthy sitting posture detection system is rare, especially for those based
on computer vision technology. This paper proposes a new method of judging
unhealthy sitting posture based on neck angle and torso angle detection using
Kinect sensor. The method tracks neck angle and torso angle as two representative
features from the depth image in a given period of time to judge whether the sitting
posture is healthy or not. Experimental results show that the proposed method
can judge sitting posture effectively for different unhealthy sitting types.
Compared with the existing methods of action recognition, our method only needs
a Kinect sensor without any other wearable sensors and is time efficient and robust
because of only calculating two angles.
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1 Introduction

Sitting is one of the most common postures in daily activities. Unhealthy sitting postures
will inevitably increase the risk of musculoskeletal disorders [1] while good sitting
posture is helpful for children growth and eyesight protection. For these and many more
other reasons, the number of researchers on sitting posture correction is getting larger
and larger over recent years. With the development of computer science and electronic
sensors, automatic unhealthy sitting posture detection methods give help for us to form
a good sitting habit. In general, these methods can be divided into two types, methods
based on wearable devices and methods based on computer vision.

Mattmann et al. [2] researched on recognizing 27 upper body postures using a
garment with strain sensors. The method of Harms et al. [3] recognized 21 human exer‐
cise postures through a smart shirt system (SMASH) with acceleration sensors. Karan‐
tonis et al. [4] used a waist-mounted tri-axial accelerometer system to classify human
movement status. The approach of Jeong et al. [5] used a 3-axis accelerometer to monitor
human’s activity volume and recognize emergent situations. Barba et al. [6] aimed at
creating a sensor capable of providing detection measures at the least possible cost.
Although the above wearable sensors approaches gathered sufficient information to
detect, classify and recognize human activities and worked well in posture detection and
recognition, they have some obvious disadvantages. The wearable systems can be a
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source of inconvenience or discomfort. Moreover, the wearable devices can be worn
gradually or damaged due to external factors such as being squeezed or pressed, which
lead to failure to collect information.

Due to these main disadvantages of the wearable device based approaches, the
methods based on computer vision become a hot topic in recent researches. The
computer vision based methods need no wearable devices and extract features from
videos using image processing technologies. Li and Chen [7] researched on recognizing
human postures including standing, sitting, kneeling and stooping through analyzing 10
parameters extracted from video frames. Boulay et al. [8, 9] proposed a 3D human-body-
posture recognition method to recognize standing, sitting, lying down and stooping by
comparing horizontal and vertical projections of human body with their corresponding
predefined 3D human posture models. A method proposed by Wang et al. [10] used
background subtraction on the depth image created by Kinect sensor to extract a silhou‐
ette contour of a human, and determined different type of activities using a pre-trained
LVQ (Learning Vector Quantization) neural network.

Among the computer vision methods, approaches based on machine learning, deep
learning and neural network are popular and work well in posture recognition. Althloothi
et al. [11] presented a shape representation and kinematic structure, and used the MKL
(Multiple Kernel Learning) technique at the kernel level for human activity recognition.
Ruizhi and Lingqiao [12] achieved posture estimates by encoding each local descriptor,
named as trajectorylet in their method, using a discriminative trajectorylet detector set
which is selected from a large number of candidate detectors trained through exemplar-
SVMs. Because of environmental problems and intrinsic noise, videos of similar actions
may suffer from huge intra-class variations. Jalal et al. [13] solved these problems by
introducing the ELS-TSVM (Energy-based Least Square Twin Support Vector
Machine) algorithm. Jiayu et al. [14] proposed an abstract and efficient motion tensor
decomposition approach to compress and reorganize the motion data. Together with a
multi-classification algorithm, the approach is able to efficiently and accurately differ‐
entiate various postures. Vina and Mohamad [15] proposed a distribution-sensitive
learning method based on RVM (Relevance Vector Machine) to recognize pose-based
human gesture and solve imbalanced data problem. The gesture recognition method of
Liu et al. [16] constructed a 3D2CNN (3D-based Deep Convolutional Neural Network)
to directly learn spatio-temporal features, and then computed a joint based feature vector
named JointVector for each sequence using the simple position and angle information
between skeleton joints. Li et al. [17] proposed a feature learning approach based on
SAE (Sparse Auto-Encoder) and principle component analysis for recognizing human
gestures. Leng et al. [18] proposed a novel 3D model recognition mechanism based on
DBM, which can be divided into two parts, the feature detection based on DBM and the
classification based on semi-supervised learning method.

Since the depth image provides more information than color image, more and more
researchers pay special attention to detect and recognize human postures and activities
through analyzing the depth image. Kinect sensor is widely used because of its compet‐
itive price and exceptional performance in skeleton tracking. Ibañez et al. [19] proposed
a lightweight approach to recognize gestures with Kinect through utilizing approximate
string matching. In literatures [20–23], several other methods based on the depth image
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and Kinect sensors have been proposed for fall detection. Manghisi et al. [24] developed
a semi-automatic evaluation software based on Kinect V2 to detect awkward postures
in real time. Since depth image is unaffected by illumination of the environment and
shadows, Wang et al. [25] proposed a new method based on depth image for human
shape object detection and a combined method to recognize five postures. In literatures
[26], spatiotemporal features created by RGB-D video sequences are used for human
tracking and activity recognition. Alwani et al. [27] calculated joint angles by using the
skeleton information to describe the sequences of actions. A Hidden Markov Model was
used to classify actions. With the help of skeleton data and 3D joint positions, there are
lots of new method emerged in the field of action recognition and classification.
However, as for judging whether an action is correct or not, few attentions are paid to
this research field.

As discussed above in details, the wearable based approaches have some limitations,
while the deep learning based approaches based on computer vision are time consuming
and depend on training data sets. To alleviate these issues, this paper presents a new
method based on neck angle and torso angle detection in depth images to effectively
recognize unhealthy sitting posture. The neck angle and the torso angle are the most
representative two features of unhealthy sitting posture [28], therefore they are adopted
as the criteria of sitting posture judgment in our approach. Being different from the
wearable device based approaches and the deep learning based approaches, our approach
only need a Kinect sensor without any other wearable sensors and is time efficient and
robust because of only calculating two angles. Moreover, only usage of depth image
ensures privacy protecting in some senses.

The following parts of this paper are organized as follows. Section 2 describes our
proposed method of unhealthy sitting posture judgment. Section 3 discussed the experi‐
ments and results of our approach. Conclusions are given in Sect. 4.

2 Our New Approach for Unhealthy Sitting Posture Detection

2.1 Sitting Posture Modeling and Feature Extraction

Before judging the unhealthy sitting posture, criterions which can be used to differen‐
tiated healthy sitting posture and unhealthy sitting posture should be built first. In this
paper, PEO (Portable Ergonomic Observation Method) [29] is adopted to model sitting
posture. Thanks to the clear definition of unhealthy sitting posture in PEO, two repre‐
sentative features, i.e. the neck angle and the torso angle, can be extracted from the
model. Figure 1 shows the comparison of healthy and unhealthy sitting gesture.

Figure 1(a) shows the typical healthy sitting gesture where two angles, the neck angle
and the torso angle, are taken into consideration regarding whether the upper body and
the head line up with the gravity direction, respectively. The neck angle is the angle
between the vector from the head to the neck and the gravity vector. The torso angle is
the angle between the vector from the neck to the spine base and the gravity vector.
Unhealthy sitting gesture can be identified when the value of either of these two angles
is larger than a given threshold 20°. McAtamney et al. [28] proved that the sitting posture
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is unhealthy when the torso angle is over 20°. Figure 1(b) shows three typical unhealthy
sitting gestures.

Since sitting, especially sitting for work, is an activity occupying a long period of
time, unhealthy sitting posture cannot be simply judged by one or two frames containing
abnormal postures. In our proposed method, we take a certain period of time as a unit
of measurement and calculate the ratio of unhealthy frames to total frames. When the
ratio is larger than a given threshold, it is detected as the unhealthy sitting posture.
Detailed algorithm is elaborated in Sect. 2.3.

2.2 Key Joints Acquisition and Angles Calculation

It is a hard work to estimate the joints of one’s body in a RGB image. However, the
depth image created by Kinect 2.0 sensor provides not only 3D information but also 25
joints information of a person when the person stands and 10 joints information when
the person sits.

Every joint contains three-dimensional information and its tracking state. Although
the spin joint cannot be tracked, it can be estimated by Kinect program. To calculate the
neck angle and the torso angle discussed in Sect. 2.1, three joints of head, shoulder-
center and spin, are adopted to fulfill this task. Formulas (1) and (2) are used to calculate
the following two vectors. One is the vector from head to shoulder-center (⃖⃖⃖⃖⃖⃖⃗HSc). Another
vector is from shoulder-center to spin (⃖⃖⃖⃖⃖⃖⃖⃗ScSp).

⃖⃖⃖⃖⃖⃖⃗HSc = (Xh − Xsc, Yh − Ysc, Zh − Zsc) (1)

⃖⃖⃖⃖⃖⃖⃖⃗ScSp = (X
Sc
− X

Sp
, Y

Sc
− Y

Sp
, Z

Sc
− Z

Sp
) (2)

Here, H(Xh, Yh, Zh), Sc(Xsc, Ysc, Zsc) and Sp(Xsp, Ysp, Zsp) mean the position of head,
shoulder-center and spin in three-dimensional space, respectively.

(a) (b)

Fig. 1. Sitting posture model. (a) Healthy sitting gesture. (b) Three typical unhealthy sitting
gestures.
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As shown in Fig. 2(a), both angles are formed through the gravity vector. We take
the neck angle as an example to explain the way we calculate its value. Figure 2 shows
the detailed steps.

torso angle

neck angle

(a)                   (b)         (c)

neck angle

Fig. 2. Extracting the neck angle and the torso angle features from a depth image. (a) Depth
image of a typical unhealthy sitting posture. (b) Vectors and angles in 3D space. (c) neck angle
transformed in 2D plane

Firstly, once a person is detected, vector ⃖⃖⃖⃖⃖⃖⃗HSc can be extracted from the frame.
Figure 2(a) shows the vector line which is calculated and drawn in depth image.
Figure 2(b) is its presentation in 3D coordinate.

Secondly, according to vector translation theory in solid geometry, point Sc in ⃖⃖⃖⃖⃖⃖⃗HSc

can be moved to the origin coordinate, and the vector can be presented in 2D coordinate.
Figure 2(c) shows its final status.

Thirdly, since the gravity vector is always vertical to the ground, any point on y-axis
and the origin coordinate can be used to form the gravity vector. To keep gravity vector
and ⃖⃖⃖⃖⃖⃖⃗HSc in the same 2D plane, the position of gravity point in 3D coordinate can be
defined as G(Xsc, 0, Zxc), where the values in x-axis and z-axis are the same as shoulder-
center. The gravity vector can be calculated using formula (3).

⃖⃖⃖⃖⃖⃖⃗GSc = (Xg − XSc, Yg − YSc, Zg − ZSc) (3)

Since Xg and Zg are the same as Xsc and Zxc, formula can also be simplified as
follows in formula (4).

⃖⃖⃖⃖⃖⃖⃗GSc = (0,−YSc, 0) (4)

Forthly, when two vectors have been defined, the neck angle can be calculated using
formula (5).

cos(𝛼) = cos(⃖⃖⃖⃖⃖⃖⃗HSc, ⃖⃖⃖⃖⃖⃖⃗GSc) =
⃖⃖⃖⃖⃖⃖⃗GSc ∙ ⃖⃖⃖⃖⃖⃖⃗HSc

|⃖⃖⃖⃖⃖⃖⃗GSc| × |⃖⃖⃖⃖⃖⃖⃗HSc|
(5)

These 4 steps elaborated above can also be used to calculate the torso angle in the
same way.
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2.3 Algorithm and Implementation

In our experiments, we used Kinect with 30 frames per second. Sitting is such an activity
that does not change dramatically in a certain period of time. Therefore, there is no need
to analyze every frame and calculate the angles. To reduce computational load, we
extract and analyze one frame per 100 ms in our proposed method. Figure 3 shows the
general block diagram.

Start

Wait 100ms and Fetch 
a depth image from 

Kinect sensor

Calculate torso 
angle Is angle>20O

Unhealthy
sitting posture 

number + 1Calculate neck 
angle Is angle>20O

1

1
Is over ten 

minutes

N

N

Y

Y

N Calculate the ratio:
Unhealthy sitting 
posture number/ 

total frames

Y Is ratio >50%
Unhealthy sitting 

posture detect 
and alarm

Y

Enter next 10 
minutes analysis

N

End End

Fig. 3. General block diagram of our approach (Color figure online)

The general block can be divided into two parts. The upper portion above the red
line in Fig. 3 shows the key steps of extracting the two angles in our algorithm. Once a
person comes into the scene, the program starts to track the person. Every other 100 ms,
a depth image will be extracted for neck angle and torso angle calculating. The number
of total frame adds 1 and unhealthy sitting posture frames add 1 only when neck angle
or torso angle is larger than 20°. Compare with neck, torso shows more times in
unhealthy sitting posture, therefore torso angle is first calculated, while neck angle is
calculated only when torso angle is less than 20°. In most cases, this order can reduce
half computational load.

The lower portion under the red line in Fig. 3 shows the key steps of applying the
criteria of unhealthy sitting posture judgment. Since sitting posture is an activity occu‐
pying a long period of time, the unhealthy posture is judged every 10 min. That is to
say, every 10 min the UFR (Unhealthy Frame Ratio, i.e., the ratio of unhealthy frames
to the total frames) is calculated and compare with the given threshold. If the ratio is
larger than a given threshold 50%, the 10 min sitting posture is judged as unhealthy, or
else it is healthy.
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3 Experiment and Results

Our method was implemented using VisualStudio2013 + emgu.cv3.1 + Kinect on a PC
using an Intel Core i7-4790 3.60 GHz processor, 8 GB RAM clocked at 1.333 GHZ. All
tests were captured from a Kinect 2.0 sensor in BMP format of 640 × 480 resolution.
The tests consist of 5 different types of sitting postures which include 3 healthy sitting
posture videos and 30 unhealthy sitting posture videos in 4 different types. Since 10 min
sitting posture supervision is too long, which can be compressed and simulated in a
shorter period of time without losing generality and correctness of our experiments. All
videos in our experiments are kept in 1 min for saving experimental time.

Before calculating neck angle and torso angle, the pre-work which should be guar‐
anteed is finding out the position of three joints in depth image. Figure 4 shows that our
proposed method is able to find out the exact position of head, shoulder-center and spin.
However, the Kinect sensor should be installed properly because installing in a too high
or too low position will have strong effect on the accuracy of joints recognition.

(a)                   (b)

Fig. 4. Three joints in one’s skeleton when sitting. (a) healthy sitting posture; (b) unhealthy sitting
posture.

Since sitting is a long time activity. Single frame or only a few frames containing
unhealthy sitting posture cannot be the basis of judgment. For example, stretching and
twisting are common activities during sitting. Therefore, we take the proportion of
unhealthy sitting posture frames as the criterion. Figure 5 shows the angles’ change
curves of a typical unhealthy sitting posture in 1 min video, which contains 201 frames
in total, in where there are 130 unhealthy frames and 71 healthy frames. The UFR reaches
61.9%.
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Fig. 5. The angles’ change curve of a typical unhealthy sitting posture video.

For most situation, unhealthy sitting posture always accompany with excessive tilt
torso. Figure 6 shows angles’ change curves in 4 typical unhealthy sitting postures.
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Fig. 6. Typical unhealthy sitting postures. (a) Reading with head down (UFR: 68.6%). (b) Right
leaning on the chair (UFR: 84.6%). (c) Sprawling in the chair (UFR: 89.5%). (d) Sitting with body
moving right to left (UFR: 68.5%).
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According to the line charts in Fig. 6, it can be inferred that for most situations neck
angle is not necessary to be calculated. Because when neck angle bends over 20°, torso
angle always reaches its given threshold. Therefore, it is an efficient way to reduce the
computational load by calculating torso angle first.

Comparing our method with wearable device approach and deep learning approach,
our approach has advantages in real-time calculation and robustness because of its low
cost for computing representative features. Our experiment results indicate that the
method effectively detected unhealthy sitting postures, and distinguished healthy sitting
postures from unhealthy sitting postures. Table 1 shows the detailed information of the
experiments.

Table 1. Statistics for sitting posture judgments

Sitting posture types Sample numbers Correct identification of sitting
posture

Accuracy

Healthy sitting posture 3 3 100%
Lean against the chair 5 5 100%
Lean forward 5 5 100%
Lean backward 5 5 100%
Sitting with body moving 15 11 73.3%

Only 4 unhealthy sitting postures of the type “sitting with body moving” could not
be detected correctly. Upon reviewing the records of these 4 videos, we found out that
the person in these 4 test videos changed his postures too frequently to accord with
human common sitting posture. Therefore, although the accuracy of “sitting with body
moving” is only 73.3%, it can be anticipated that our method will work even better in
the practical use.

4 Conclusions

In this paper, we proposed a new and fast method of unhealthy sitting posture judgment
which is based on the neck angle and the torso angle using depth image captured from
a Kinect sensor. In our method only two angles need to be calculated, so it is robust and
of high time efficiency. The torso angle is calculated first and used in the judgment. In
most situations, when the neck angle reaches the given threshold, it is usually accom‐
panied with a high value of torso angle. Judging sitting posture in this way can further
reduce computational load. Experimental results show that the proposed method can
judge sitting posture effectively for different unhealthy sitting types. Compared with the
existing wearable device based approaches and the deep learning based approaches, our
method only needs a Kinect sensor without any other wearable sensors and is time
efficient and robust because of only calculating two angles. What is more, our method
is based on published medical findings of unhealthy sitting posture judgment condition,
and therefore having solid theoretical foundation.

In the future work, we will investigate using deep learning methods to further
improve the accuracy of our current method. Moreover, the unhealthy sitting posture
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judgment criteria and our proposed algorithm may be extended to other methods using
other types of video cameras such as the more common-used monocular camera.
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