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Abstract. Using 3DS MAX to obtain elemental image (EI) array in the virtual
integral imaging system need to put large scale camera array, which is difficult
to be applied to practice. To solve this problem we establish a sparse acquisition
integral imaging system. In order to improve the accuracy of disparity calculation,
a method using color segmentation and integral projection to calculate the average
disparity value of each color object between two adjacent images is proposed.
Firstly, we need to finish the establishment of virtual scene and microlens array
model in 3DS MAX. According to the mapping relationship between EI and sub
image (SI), we can obtain the SI by first, then calculate to the EI. The average
value of the disparity from different color objects between adjacent images is
acquired based on color image segmentation method and integral projection
method, and then translate a rectangular window of fixed size in accordance with
the average disparities to intercept the rendered output images to get the sub
images (SIs). Finally, after stitching and mapping of the SIs we obtain the
elemental images (EIs), put the EIs into the display device to display 3-dimen‐
sional (3D) scene. The experimental results show that we can only use 12 * 12
cameras instead of 59 * 41 cameras to obtain EIs, and the 3D display effect is
obvious. The error rate of disparity calculation is 0.433% in both horizontal and
vertical directions, which is obviously better than other methods with disparity
error rate of 2.597% and 4.762%. The sparse acquisition integral imaging system
is more accurate and more convenient which can be used for EI content acquisition
for large screen 3D displaying.
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1 Introduction

Integral imaging technology [1–3] is part of the advanced 3D display technologies
currently on the international stage. It is an autostereoscopic and multi-perspective ster‐
eoscopic imaging technique that captures and reproduces a light field by using a 2D
array of microlenses. In recent years, with the development of industrial production and
audience’s love of watching 3D movies at the cinema, 3D display technology has
become a hot research. However, people need to wear 3D glasses while watching 3D
movies, the viewing experience is not perfect. 3D movies are based on binocular
disparity principle [4], which separate the left and right eye images, and produce a ster‐
eoscopic feeling by the fusion of the brain, watching for a long time will produce visual
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fatigue. The integral imaging technology does not need people to wear any device. It is
a real representation of 3D scene without visual fatigue which provides continuous
image disparities and true color images. It has good application prospects.

The integral imaging system is mainly composed of two parts which are picking up
process and displaying process. In the pick up process, each microlens allows an image of
the subject as seen from the viewpoint of that lens’s location to be acquired. In the display
process, each microlens allows each observing eye to see only the area of the associated
micro-image containing the portion of the subject that would have been visible through that
space from that eye’s location. There are mainly two kinds of integral imaging systems
which are optical integral imaging system and computer virtual integral imaging system.
The computer virtual pick up method [5] is the most popular EI content acquisition method.
However, direct shooting of EIs need us to place a camera array which contains large
number of cameras. The rendering process of direct shooting usually lasts for a long time
and it is prone to error. Due to the mapping relationship between EI array and SI array [6,
7], we propose a method which obtains the SI array first and then calculates to the EI array.
This method reduces the number of cameras required and achieves sparse acquisition inte‐
gral imaging. In view of the present situation, we establish a camera array as virtual micro‐
lens array to pick up and render output images by 3DS MAX [8]. And then we use color
segmentation to separate objects of different colors, after that, the horizontal disparity and
vertical disparity of the adjacent images of the same color objects are obtained by integral
projection method, and the average disparities in the horizontal and vertical directions of
several objects satisfying the condition are selected as the final disparities. Next, we trans‐
late a rectangular window of fixed size according to the disparity values to intercept
rendered output images to get SI array, and the EI array is obtained after mapping. Finally,
the 3D images are captured by our device on the optical platform, which verifies the sparse
acquisition integral imaging system.

2 Theory

2.1 Camera Imaging Principle

3D Studio Max, often referred to as 3DS MAX, is a 3D modeling and rendering software
helps us to pick up scenes for design visualization. There are free camera and target
camera in 3DS MAX which can be used to simulate the real camera to pick up target
objects. Figure 1 is the pick up and display process of traditional integral imaging system.

Fig. 1. Traditional integral imaging system Fig. 2. Imaging principle of 3DS MAX camera
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The imaging principle [9] is shown in Fig. 2. Where u is the distance from 3D object
to the camera lens, v is the distance between the film and camera lens, L is the edge
length of the 3D object, l is the length of image on the camera film, f is the focal length
of the camera. The Gauss imaging formulas are shown as follows:
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2.2 Color Segmentation in HSV Space

After getting the color images rendered output by 3DS MAX, we need to convert the
RGB data into HSV data, set the threshold range of different colors, and segment the
different color images [10–12]. Different color thresholds are set as shown in Table 1.
After segmenting images of different colors extracted in HSV space, we need to convert
it into the RGB space.

Table 1. HSV threshold range (Unit: 1)

Range Color
Yellow Pink Orange Green Blue

H 30–40 230–240 0–10 80–90 150–160
S >0 >0 >0 >0 >0
V >0 >0 >0 >0 >0

2.3 Window Interception Based on Integral Projection

As shown in Fig. 3, L is the distance between one pixel and its nearest microlens, and
F is the distance between microlens and the recording medium, the distance between
two adjacent microlenses remains unchanged. The ratio of L to F is a constant according
to the triangle theorem. We only need to know the disparities of any two adjacent images,
and we will know all the disparities. Occlusion problems will affect the accuracy of the
disparity calculation. So we select the disparity values which satisfy the condition to
take the average value as the final disparity value. Firstly, we establish coordinate system
in which the upper left corner of each rendered image is taken as the coordinate origin,
from the origin to the right direction is the x axis, and the y axis is down to the vertical
direction as shown in Fig. 4.

Set average horizontal disparity of dh, and average vertical disparity of dv. After
obtaining the disparities, it is necessary to intercept the images with the size of M1
(pixels) * N1 (pixels) by a rectangular window with the size of M (pixels) * N (pixels)
to obtain the SI array [13, 14]. And it is necessary to determine the position coordinate
(x(1,1), y(1,1)), which is the upper left corner of the rectangular window in the picture taken
by the camera in the first row of the first column, where the SI we intercepted is just in
the center of the rectangular window. And then according to the average disparities
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through integral projection [15], we translate the rectangular window to intercept images
to obtain SI array. (x(m,n), y(m,n)) is the coordinate of the upper left corner of rectangular
window in the picture taken by the camera in the mth row of the nth column, the formulas
are as follows:

x(m,n) = x(1,1) − (n − 1)dh (3)

y(m,n) = y(1,1) − (m − 1)dv (4)

2.4 Mapping Relations Between EIs and SIs

The mapping relationship [16] is illustrated in Figs. 5 and 6. Figure 5 is the mapping
relationship between EIs and SIs. In order to achieve sparse acquisition, we use the
inverse mapping method to obtain EIs through SIs mapping, the process is shown in
Fig. 6. The left side is the SI array, which are composed of m * n SIs, the size of each
SI is i (pixels) * j (pixels). The pixels of the same position in each SI are extracted and
combined together to form a mapping unit picture, namely EI. In the end, all the EIs are
combined together in order to get the EI array.

Fig. 5. Mapping process Fig. 6. Mapping relationship between EI and
SI

According to the mapping relationship, the corresponding locations of one pixel in
the image before and after mapping [17] are shown in formula (5). Where Former and
Latter represent images before and after mapping, x and y represent the pixel position
of the image before mapping, x = 0, 1, 2,…(m ∗ i − 1), y = 0, 1, 2,…(n ∗ j − 1), % is

Fig. 3. Disparity of adjacent images Fig. 4. Window interception
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the symbol of remainder operation, ⌊ ⌋ is the symbol of round down function. EI array is
composed of i * j EIs, the size of each EI is m (pixels) * n (pixels).

Former(x, y) = Latter
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2.5 Display Principle

The values of m and n depend on the relationship between the resolution and size of the
display screen and the pitch of micro lens array. If the screen resolution is A (pixels) *
B (pixels), the size of display screen is C (mm) * D (mm), the pitch of micro lens array
is d (mm), then we can calculate to the values of m and n:
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2.6 Parallax Error Rate

The disparity error rate E is defined as the ratio of the average disparity W0 to the exact
disparity value W, The formula is as follows:

E =
|
|W − W0

|
|

W
(8)

3 Experimental Results and Discussion

3.1 Els Generated by Virtual Microlens Array

The display screen is the 5.5 inches (in) OPPOr9 phone screen with a resolution of 1280
(pixels) * 1080 (pixels). The size of which is 110.7 mm * 92.7 mm. The size of microlens
array is 55 mm * 55 mm, the horizontal and vertical pitches of microlens array are
1.03 mm. According to the formulas (6) and (7), the resolution of the rendered output
images should be 12 (pixels) * 12 (pixels). So we need to place 12 rows and 12 columns
of free cameras to pick up the virtual scene. Set the free camera lens focal length
f = 50 mm, camera pitch p = 10 in, viewing angle θ = 39.598°. Use the teapot and ball
model in 3DS MAX as the target objects. The radius of the teapot is 12 in, the radii of
the yellow and green balls are 3 in, the radius of the blue ball is 3.5 in, and the radius of
the orange ball is 5 in. Place the free camera array at a distance of 210 in from the object.
Different views of 3D scene are shown as follows (Fig. 7):

416 B. Jia et al.



(a) Top view        (b) Front view         (c) Left view       (d) Perspective view 

Fig. 7. Different views of 3D scene

Set the size of the rendered image as 600 (pixels) * 600 (pixels), put them into the
HSV space for color segmentation, and then import the pictures to the RGB space to
display, the pictures are as follows:

(a)Color image(b)Pink image(c)Green image(d)Blue image(e)Orange image(f)Yellow image

Fig. 8. Color segmentation (Color figure online)

Figure 8(a) is the color image with the size of 600 (pixels) * 600 (pixels) rendered
by the 66th (the 6th row of the 6th column) camera of 3DS MAX. Figure 8(b), (c), (d),
(e) and (f) are the pink, green, blue, orange and yellow portions after color segmentation.
We select the 66th and the 67th (the 6th row of the 7th column) camera images for
different color segmentation, and then do the horizontal and vertical integral projection
to obtain horizontal disparity, part of the integral projection of adjacent different color
images are shown in Fig. 9. Figure 9(a) is the integral projection of a green ball and
Fig. 9(b) is the integral projection of the whole of all objects.

     

  (a) Green: 66,67                      (b) Total: 66,67    

Fig. 9. Integral projection of camera66 and camera67 (Color figure online)

Similarly, we select the 66th and the 78th (the 7th row of the 6th column) camera
images for different color segmentation, and do the integral projection to obtain vertical
disparity, the results are shown in Fig. 10.
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     (a) Green: 66,78                       (b) Total: 66,78 

Fig. 10. Integral projection of camera66 and camera78 (Color figure online)

In order to obtain the disparity comparison standard, we take the target object replaced
by a white ball with a radius of 0.05 in, other conditions are not changed, use the camera
array to shoot white ball, render the pictures with the same size of 600 (pixels) * 600
(pixels) to do integral projection. We select the 66th and the 67th camera images to do
integral projection to obtain horizontal disparity, and select the 66th and the 78th camera
images to do integral projection to obtain vertical disparity (Fig. 11).

 (a) Standard: 66,67                    (b) Standard: 66,78 

Fig. 11. Integral projection of disparity standard

According to the integral projections of different color objects we can obtain the
location coordinates in the picture and the adjacent picture of the corresponding color
objects. By subtracting the coordinates of the two objects, we can get the disparities of
the corresponding color objects. The results are shown in the following Table 2:

Table 2. Comparison of disparity of different objects (Unit: pixel)

Disparity Color
Yellow1 Yellow2 Pink Blue Green Orange Total Standard

Horizontal 34.5 33.5 37 39 38.5 37.5 37.5 38.5
Vertical 36 36 38.5 39 38.5 37.5 37.5 38.5
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Where Yellow 1 is the yellow ball on the left side and Yellow 2 is the yellow ball
on the right side. Pink, Blue, Green, Orange are respectively the corresponding color
objects. The General represents the whole of all objects. Since the horizontal pitch of
the camera is the same as the vertical pitch, so the horizontal disparity of the object
should be the same as the vertical disparity. Due to the horizontal disparity value and
the vertical disparity value of the corresponding objects of Yellow 1, Yellow 2 and Pink
are not equal, we need to remove this part of the data. So we obtain the average disparity
of 38.3333 pixels based on the average disparity of the corresponding Blue, Green and
Orange object images. According to the formula (8), the error rate of the disparity
calculation is 0.433% both in the horizontal and the vertical direction. The disparity error
rate of the whole of all objects is 2.597%. And the disparity error rate of the literature
method [18] is 4.762%. The disparity error rate of the method used in this paper is
significantly reduced.

When the size of the rendered image is 100 (pixels) * 100 (pixels), the disparity value
is 1/6 of the rendered image with the size of 600 (pixels) * 600 (pixels), and both of the
average horizontal and vertical disparities are 6.38888 pixels. Set the coordinate of the
upper left corner of the rectangular window in the picture rendered by the camera of the
first row of the first column to (55, 63). Translate the rectangular window with a size of
59 (pixels) * 41 (pixels) from left to right and from top to bottom every 6.38888 pixels
to intercept different images. For images that are less than 59 (pixels) * 41 (pixels) after
the window interception, we use black pixels to fill the background. Finally, the inter‐
ceptions of the pictures in accordance with the order of the cameras after image splicing
are shown in Fig. 12. According to the mapping relationship between EI and the SI, the
EI array is obtained as shown in Fig. 13:

Fig. 12. Sub image array Fig. 13. Elemental image array

3.2 Display by Plat Lens Array

In the display process, the focal length of the microlens array is 5 mm, and the distance
from the microlens array to the display screen is exactly 3 mm which is just the thickness
of the microlens array. According to Gauss imaging formula (1), we can calculate the
distance between the center depth plane of the image and the microlens array is 7.5 mm,
the image is a virtual image which locates inside the display screen.
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In order to verify the 3D display of the sparse acquisition integral imaging system,
we build a device on the optical platform. Firstly, the adjustable lifting platform is fixed
on the optical platform to adjust the height from up to down. Then, the manual translation
table is fixed on the adjustable lifting platform to adjust from left to right. The slide rail
is fixed on the manual translation stage to adjust from forward to backward. Next, the
microlens array is placed on the OPPOr9 mobile phone screen. We need to ensure that
the edges of the microlens array and the mobile phone screen are parallel. And put them
all together on the optical platform. The other mobile phone iphone6 (4.7 inches, reso‐
lution 1334 (pixels) * 750 (pixels)) is placed on the slide rail stage, then we turn on the
camera of iphone6, slowly adjust the scale of the device to make iphone6 move from
left to right, from forward to backward to pick up different view of images. Different
perspective views of the device are shown as Fig. 14:

(a) Micro lens array (b) Top view of device(c) Right view of device (d) Front view of device 

Fig. 14. 3D display optical platform

The different viewpoints of images taken from the device are shown in Fig. 15:

(a)(Row4,Column5)  (b)(Row4,Column6)  (c)(Row4,Column9)

(d)(Row6,Column3)  (e)(Row6,Column7)  (f)(Row6,Column8)

(g)(Row9,Column4)  (h)(Row9,Column7)  (i)(Row9,Column9)

Fig. 15. 3D reproduction scenes from different perspectives

All the images in Fig. 15 can be found in Fig. 12. For example, Fig. 15(a) is similar
to the SI in the fourth row of the fifth column in Fig. 12.
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4 Conclusion

In this paper, a sparse acquisition integral imaging system based on color segmentation
and integral projection is proposed. We use color segmentation in the HSV space to get
different color objects, and use the integral projection method to calculate the disparity
values, and then find the average value of the disparities of different objects to reduce
the error rate of horizontal/vertical disparity to 0.433%, which is better than the other
methods with disparity error rates of 2.597% and 4.762%. The integral projection method
commonly used in face recognition and license plate recognition is applied to the integral
imaging to obtain the target object position. We do not need to know other parameters
such as distance of the object in the acquisition process, we can obtain the disparities
only through the information in the pictures. The SI array is obtained by translating the
rectangular window with a size of 59 (pixels) * 41 (pixel) according to the disparities.
And the EI array is obtained according to the mapping relationship between EI and SI,
put the EI array into the phone and place the microlens array on the phone screen to get
a good 3D display effect. We can only use 12 * 12 cameras instead of 59 * 41 cameras
to obtain the EI array to achieve sparse acquisition. This method makes it easier and
more accurate to reproduce the 3D image.
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