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Abstract. The capabilities of biometric systems, such as face or fingerprint
recognition systems, have recently made extraordinary leaps by the emergence
of deep learning. However, due to the lack of enough training data, the appli-
cations of deep neural network in the ear recognition filed have run into
the bottleneck. Therefore, the motivation of this paper is to present a new large
database that contains more than 610,000 profile images from 1570 subjects.
The main distinguishing feature of the images in this USTB-Helloear database is
that they were taken under uncontrolled conditions with illumination and pose
variation. In addition, all of individuals were required to not particularly care
about ear occlusions. Therefore, 30% of subjects had the additional control
groups with different level of ear occlusions. The ear images can be utilized to
train a deep learning model of ear detection and recognition; moreover, the
database, along with pair-matching tests, provides a benchmark to evaluate the
performances of ear recognition and verification systems.

Keywords: Biometrics � Deep learning � Ear recognition
Uncontrolled conditions � Ear database

1 Introduction

Ear based human recognition technology is an important research field in biometric
identification. Compared with classical biometric identifiers such as fingerprints, faces,
and irises, using an ear has its distinctive advantages. An ear has a stable and rich structure
that changes little with age and does not suffer from changes in facial expressions at the
same time [1]. Moreover, it is easy and non-intrusive to collect ear images in the appli-
cation scenarios. As such, ear biometrics has recently received some significant attention.

Researchers have developed several 2D ear recognition approaches in the early
years [2–4]. Most of existing ear recognition techniques are based on manually
designing features or shallow learning algorithms. However, researchers found that
most of these techniques performed poorly when the test images were photographed
under uncontrolled conditions. Nevertheless, occlusion, pose and illumination variation
are very common in practical application. Therefore, this puts forward a challenging
problem, which must be addressed.

© Springer International Publishing AG 2017
Y. Zhao et al. (Eds.): ICIG 2017, Part II, LNCS 10667, pp. 405–416, 2017.
https://doi.org/10.1007/978-3-319-71589-6_35



In the last decade, the algorithms based on deep learning have significantly
advanced the performance of state-of-the-art in computer vision. Numbers of vision
tasks such as face recognition [5–12], image classification [13–19] and object detection
[20–22] have obtained a series of breakthroughs via deep learning models. Face
recognition and verification as an example, Facebook trained a deep CNN model
utilizing 4.4 million labeled face images. They achieved the best performance on the
Labeled Faces in the Wild (LFW) benchmark [23] at the time. [24] proposed a
VGG-Face model which was trained on 2.6 million images. Furthermore, the Google
FaceNet [12] utilized 200 million labeled face images for its training. Some researchers
turned to propose lightened deep models with less labeled data [25] or transfer learning
methods [26] to solve the small sample size problem. However, as to the human ear
recognition, the existing labeled ear images are so limited that even insufficient for the
transfer learning.

To solve this problem, a new large database that contains more than 610,000 profile
images from 1570 subjects is present in this paper. These images are extracted from
video sequence. The main characteristic of this ear database is all of the images were
photographed under uncontrolled conditions with illumination and pose variation.
Furthermore, 30% of subjects in this database had an additional control groups with
different level of ear occlusions. The ear images can be utilized to train a deep learning
model of ear detection or recognition; moreover, the proposed database, along with
pair-matching tests, provides a benchmark to evaluate the performances of ear
recognition and verification systems.

The rest of this paper is structured as follows: a review of related work is given in
Sect. 2, and Sect. 3 overviews the existent databases of ear images. In Sect. 4, a
detailed description of the USTB-Helloear database is present. A series of experiments
and comparisons can be found in Sect. 5. Finally, Sect. 6 provides the conclusions.

2 Related Works

Current ear recognition approaches exploited 2D images (including range images) or
3D point cloud data. In this section, we discuss some well known or recent 2D ear
recognition methods utilizing 2D images or range images.

The existing ear recognition methods can be categorized into the holistic methods
and the local feature based methods. The holistic methods utilized global features or
statistical measures to classify ears. A force field transformation based technique was
developed by Hurley et al. [27]. They generated the force field from ear images
utilizing the Gaussian function. The directional properties of the force field were
exploited to locate potential energy wells, which form the basis of the characteristic
vector. Arbab-Zavar and Nixon [28] utilized the log-Gabor filter to exploit the fre-
quency content of the ear boundary curves. A specific aim of this approach was to
obtain the information in the ear’s outer structures. Abate et al. [29] proposed a rotation
invariant descriptor, namely GFD (Generic Fourier Descriptor), to extract features from
ear images. This descriptor was robust to both ear rotations and illumination changes.

Researchers also proposed several ear recognition methods utilizing local feature
descriptors. Kisku et al. [30] utilized the SIFT feature descriptors for the ear structural
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representation. The SIFT key points were extracted and an augmented vector of
extracted SIFT features were created for matching. In [31], the SURF feature extraction
was carried out on ear images to obtain three sets of local features, three nearest
neighbor classifiers were trained on these three sets of features. Matching scores
generated from all the three classifiers were fused for the final decision. Yuan and Mu
[32] proposed a 2D ear recognition approach based on local information fusion to deal
with ear recognition under partial occlusion. They separated the whole image to
sub-windows and extracted local feature on each sub-windows. Finally, a sub-classifier
fusion approach was used for recognition with partially occluded images. Chen and Mu
[33] proposed a weighted multi key point descriptor sparse representation-based
classification method to use local features of ear images. By adding adaptive weights to
all the key points on a query image, the intra-class variations were reduced.

It is worth noting that most of the mentioned ear recognition works were tested on
images that were photographed under controlled conditions. The recognition rates may
have sharply dropped when those systems were applied in a realistic scenario, which
contains occlusion, illumination variation, scaling, and rotation.

3 Related Databases

Most widely-used standard image databases for ear recognition systems are described
in brief below.

3.1 USTB Databases

The USTB ear database contains 4 subsets which were collected by University of
Science and Technology, Beijing. The USTB database I, II, and III are available under
license. All of the databases were collected under controlled condition with single
background. The presented USTB-Helloear database in this paper is the fifth database.

USTB database I: There are 180 ear images from 60 subjects in this database. Every
volunteer was shot three different images. They are normal frontal image, frontal image
with trivial angle rotation and image under different lighting condition.
USTB database II: This collection contained 308 right ear images from 77 volunteers.
For each subject, there were 4 images with pose and lighting variation.
USTB database III: In this dataset, 79 subjects were photographed in different poses.
There were total 785 images in this dataset, and some of the ears were occluded by hair.
USTB database IV: This database contained 500 subjects. 17 CCD cameras placed
round the individual at every 15° and images of the face and ear were captured.

3.2 UND Databases

Those databases were collected by University of Notre Dame. All of the UND data-
bases are available to the public (free of charge). All of the UND databases were
collected under controlled condition with a single background.
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Collection E: There were 942 profile images of 302 people in 3D and 2D images.
Collection F: This collection total consisted of 464 side face 3D and 2D images of 114
subjects.
Collection G: This collection had 738 side face images of 235 peoples in 3D and
corresponding 2D images.
Collection J2: The collection had 1800 profile images from 415 subjects in 3D and
corresponding 2D images.

3.3 WPUT Database

This database was collected by The West Pomeranian University of Technology. The
database consisted of 2071 images from 501 subjects. For each subject, the database
contains 4 to 8 images, which were taken under different lighting conditions. Moreover,
there were earrings and hair occlusions in some images.

3.4 UBEAR Database

This database consisted of 9121 profile images from 242 subjects. The images in this
database were taken under varying lighting conditions while subjects were moving. In
addition, no particular care was required regarding ear occlusions and poses. The
ground truth of the ear’s location was provided, which made it particularly convenient
for researchers to study the accuracy of ear detection.

4 USTB-Helloear Database

In cooperation with Xi’an Musheng Electronic Technology Co., LTD., we present a
large scale collection of ear images along with labels and pair-matching tests. In this
section, a detailed description of the USTB-Helloear database is provided. The images
in this database are extracted from video sequence. The entire database is divided into
two subsets. There are 336,572 profile images from 1104 subjects in subset A and
275,909 profile images from 466 subjects in subset B. The more detailed description is
provided in Tables 1 and 2.

Table 1. Detailed description of video and images in USTB-Helloear database.

Video acquisition parameters

Camera Iphone 6s
Focal length 29 mm
Aperture f/2.2
Video resolution 1980 * 1080 pixels
Frames per second 30
Videos codec MOV

Details of the images

Image resolution 1980 * 1080 pixels
Image codec JPG
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Ear images in subset A only contain pose variations. For every subject in subset A,
about 150 images on average per one ear are extracted from a 10 s video. Both left and
right ears of every subject are photographed so that there are about 300 images from
one person on average in subset A. As shown in Fig. 1, for each 10 s video, the camera
moves around the ear to get ear pictures from different views. In the first 5 s, the
camera moves from the front to back (Fig. 1(a)); In the rest 5 s, the camera moves from
the top to bottom (Fig. 1(b)). In this 10 s video, We utilize the relative movement
between the camera and ear to simulate the pose variations of the human ear under
uncontrolled conditions. Therefore, the profile images in subset A extracted from the
videos can be utilized to evaluate the performance of ear detection and recognition
systems with pose variations. Some examples in subset A are illustrated in Fig. 2(a).

Among all the 1570 volunteers, 30% of them had different level of ear occlusions.
As mentioned above, all of individuals were required to not particularly care about ear
occlusions. Therefore, we collected subset B of USTB-Helloear database which con-
tained 466 subjects with pose variations and ear occlusions.

Table 2. Overview of the ear database.

Attribute Range

No. of subjects 1570 (34.7% female, 65.3% male)
No. of photos 612,661
Age of subjects 11–18 (32.9%)

19–21 (46.8%)
22–26 (13.5%)
27 and above (4.8%)

Occlusions in subset B Minor (37.4%)
Normal (42.9%)
Major (19.7%)

Type of occlusions in subset B Earphones (13.7%)
Hair (86.3%)

Fig. 1. The camera shoots the ear from different views. (a) The camera moves from the front to
back. (b) The camera moves from the top to bottom.
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For every subject in subset B, two 10 s videos were shot per one ear. Firstly, in the
first video, the natural occluded ear pictures were photographed with different poses.
Then we take the second video of the same ear without occlusion from different views.
Finally, 150 images are extracted from each video sequence. It’s worth noting that, the
way of camera move around the ear in subset A and subset B are all the same (as shown
in Fig. 1). Therefore, each of the ears in subset B consists of two sets of images, one set
with pose variations, and another set with both pose variations and hair or earphone
occlusions. This subset of USTB-Helloear database can be utilized for training and
evaluating ear detection and recognition models. Examples of images in subset B are
illustrated in Fig. 2(b) and (c).

5 Experiments

In this section, we evaluate our database under two scenarios: ear recognition and ear
verification. Several deep learning models are trained and tested to evaluate the pro-
posed database. Every subject has left and right ear images in this database. As we
know, The left and right ears of a same person are not exactly the same. Therefore, we
train and test ear recognition models on left ear images and the matching pairs for ear
verification are generated from right ear datasets.

5.1 Ear Recognition

The images in the USTB-Helloear database are 2D profile images. The ear regions have
to be detected and extracted from the profile images before recognition procedure. In
this paper, the Multiple Scale Faster RCNN algorithm which we proposed in [35] is
utilized to detect ears. Examples of extracted ear regions from subset A subset B are
shown in Fig. 3.

Fig. 2. Some example of images in the USTB-Helloear database. (a) Images in subset A.
(b) Images without ear occlusion in subset B. (c) Images with ear occlusions in subset B.
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We train several deep learning models utilizing ear images from the USTB-
Helloear database to evaluate the database. As we know, the input size of CNN
architecture must be unified. As showed in Fig. 3(b), the image size and the aspect ratio
of the extracted ear regions are varied due to the different shape and pose of the ears.
Therefore, before we input the images into the CNN, we fill the images to square
images and then resize them to 256 * 256 (Fig. 3(c)).

We fine-tune the VGG-Face pre-trained model [24] on subset A and subset B
successively. Firstly, the pre-trained model is trained on subset A. We divide all of the
images in the subset A into 5 parts, then we train 5 models utilizing the 5-fold cross
validation method. During every training process, 4 parts are utilized as training data
and the last part is used as test data. After 5 times training, all of the images are trained
and tested, then the average recognition rate of 5 models is reported as the final
recognition rate. Because the ear images in the presented database are extracted from
video sequence, the neighboring images are similar to each other. If we divide all of the
images into 5 subsets randomly, the trained model might be over-fitting. Therefore, The
5 subsets are divide in sequence.

The experiments are based on Caffe framework [36] and implemented on a work
station with four Titan X GPUs. A batch size of 64 and initial learning rate of 0.001 are
used. The last layer is trained from scratch, so that the learning rate of this layer is 0.01.
During training, we randomly crop a 224 * 224 pixel square patch and feed it into the
network to ameliorate the diversity of training data. The recognition rates are given in
Fig. 4.

It is shown that, the average recognition rate of 5 models is 98.18%. The trained
deep models are robust to ear recognition with pose variation. Therefore, we then
fine-tune this pre-trained model on subset B to get deep models which are both robust
to pose variation and occlusions. One of the trained models with the highest recognition
rate is utilized to be fine-tuned on subset B. The parameters of this network are the
same as previous networks. As mentioned above, different from the images in subset A,

Fig. 3. Examples of extracted ear regions from subset A subset B. (a) Original profile images in
USTB-Helloear database. (b) The extracted ear regions from subset A subset B. (c) The
normalized ear images.
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every ear in subset B has 300 images on average. Half of the images are ear images
with pose variation, and another half part of the images are control groups with dif-
ferent level of ear occlusions. We divide all of the images in subset B into 5 parts in
sequence. In every part, half of the data are ear images with pose variation and another
half are control groups. Then we also train 5 models utilizing 5-fold cross validation
method. Finally, the average recognition rate of 5 models is reported as the final
recognition rate. The recognition rates are 97.9% (Fig. 5). In the next section of this
paper, we will discuss the ear feature representation capacity of the models mentioned
above.

5.2 Ear Verification

The CNN deep model can be utilized as a feature extractor to get the ear feature
representation vector. In [9], Sun et al. used the Joint Bayesian technique for face
verification based on the face feature representation vector extracted from a CNN. In
this paper, two images are fed in to the trained model and the last layers are extracted as
feature vectors. The cosine distance is utilized to measure the similarity of two ear
feature vectors.

As a benchmark for comparison, we present pair-matching tests rules, which
provide benchmarks to evaluate the performances of ear verification systems.

Fig. 4. The recognition rates on subset A.

Fig. 5. The recognition rates on subset B.
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3000 match pairs and 3000 mismatch pairs are randomly generated from subset A. We
also randomly generate 3000 match pairs and 3000 mismatch pairs on subset B which
both contain pose variation and occlusions. Lists of pair-matching test will be provided
along with the USTB-Helloear database. Researchers can test and compare their ear
verification algorithm on those pairs. Some challenging examples are shown in Fig. 6.

In this section, we evaluate the two trained deep models with highest recognition
rate on subset A and subset B. For convenience, we call them Model_A and Model_B
respectively. The lists of pair-matching test are called Pairs_A and Pairs_B as well.
The ear verification results are presented in Table 3. The ROC curves are also showed
in Fig. 7.

It is shown that, The Model_B has achieved the best ear verification result both on
benchmarks of Pairs_A and Pairs_B. The stronger capacity of ear feature represen-
tation can be obtained via feeding the net with the more challenging training data in
subset B. In addition, The fact of the Model_B perform better than Model_A on the
benchmark of Pairs_A indicate that the trained deep models don’t over-fit the training
data. Therefore, we can draw the conclusion that, the ear images in the proposed
USTB-Helloear database can satisfy the meet of training and testing ear recognition
systems.

Fig. 6. Some challenging examples in the validation set.

Table 3. The ear verification results.

Pairs_A Pairs_B

Model_A 92.6% 82.83%
Model_B 94.67% 88.5%
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6 Conclusions

In this paper, we present a new large ear database which can be utilized to train and test
ear recognition and verification systems. The images in this database were taken under
uncontrolled conditions with illumination and pose variation. All of individuals were
required to not particularly care about ear occlusions. Therefore, researchers can utilize
the images to train a deep learning model to represent ear feature. The experiments
demonstrate that, the capacity of ear feature representation can be obtained via feeding
the CNN with images in this database. This database will be public and freely available
from our web site: http://www1.ustb.edu.cn/resb/en/index.htm.
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