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Abstract
The increased availability of vast and highly varied amounts of data from
learners, teachers, learning environments, and administrative systems within
educational settings is overwhelming. The focus of this chapter is on how data
with a large number of records, of widely differing datatypes, and arriving rapidly
from multiple sources can be harnessed for meaningful assessments and
supporting learners in a wide variety of learning situations. Distinct features of
analytics-driven assessments may include self-assessments, peer assessments,
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and semantic rich and personalized feedback as well as adaptive prompts for
reflection. The chapter concludes with future directions in the broad area of
analytics-driven assessments for teachers and educational researchers.

Keywords
Assessment analytics · Learning analytics · Formative assessment · Large-Scale
assessment · Data analytics

Introduction

During the past two decades, remarkable repertoires of computer-based applications
and systems have been developed for supporting learning and teaching. The
resulting changes in learning and teaching through the influence of emerging
technologies require alternative perspectives for the design and development of
learning environments (Spector 2009). Closely linked to the demand of alternative
approaches for designing and developing learning environments is the necessity of
enhancing the design and delivery of computer-based diagnostics and automated
assessment systems (Almond et al. 2002). It is expected that advanced assessment
systems accomplish specific requirements, such as (a) adaptability to different
subject domains, (b) flexibility for experimental as well as learning and teaching
settings, (c) management of huge amounts of data, (d) rapid analysis of complex and
unstructured data, (e) immediate feedback for learners and educators, and
(f) generation of automated reports of results (Ifenthaler et al. 2010).

In the meantime, the increased availability of vast and highly varied amounts of
data from learners, teachers, learning environments, and administrative systems
within educational settings is overwhelming. Addressing the challenges of pro-
cessing such information are concepts of educational data mining (EDM), academic
analytics (AA), and learning analytics (LA). Educational data mining, for instance,
refers to the process of extracting useful information out of a large collection of
complex educational data sets with mainly fuzzy relationships between different
elements of the data set (Berland et al. 2014; Klosgen and Zytkow 2002). Academic
analytics is the identification of meaningful patterns in educational data in order to
inform academic matters (e.g., retention, success rates) and produce actionable
strategies (e.g., budgeting, human resources) (Long and Siemens 2011). Learning
analytics emphasizes insights and responses to real-time learning processes based on
educational information from digital learning environments, administrative systems,
and social platforms (Romero and Ventura 2015). Such dynamic educational infor-
mation, sources, and analysis methods are used for real-time interpretation, model-
ing, prediction, and optimization of learning processes, learning environments, and
educational decision-making (Ifenthaler 2015).

As noted by Ellis (2013), learning analytics fails to make use of educational data
for assessment. Since then, despite recent advancements in learning analytics
research, there are opportunities for applying dynamic findings to assessment chal-
lenges such as timeliness and relevance. Therefore, the focus of this chapter is on

650 D. Ifenthaler et al.



how data with a large number of records, of widely differing datatypes, and arriving
rapidly from multiple sources can be harnessed for meaningful assessments and
supporting learners in a wide variety of learning situations.

The Purposes of Educational Assessment

Tracing the history of educational assessment practice is challenging as there are a
number of diverse concepts referring to the idea of assessment. Newton (2007), for
instance, laments that the distinction between formative and summative assessment
hindered the development of sound assessment practices on a broader level. Scriven
(1967) is often referred to as the original source of this distinction. Bloom et al. (1971)
were concerned with the long-lasting idea of assessment separating learners based on a
summative perspective of knowledge and behavior – the assessment of learning. In
addition, Bloom et al. (1971) supported the idea of developing the individual learner and
supporting the learner and teacher toward mastery of a phenomenon – the assessment
for learning. Following this discourse, Sadler (1989) developed a theory of formative
assessment and effective feedback. Formative assessment helps students to understand
their current state of learning and guides them in taking action to achieve the learning
goals. A similar line of argumentation can be found in Black (1998) in which three main
types of assessments are defined: (a) formative assessment to aid learning;
(b) summative assessment for review, for transfer, and certification; and (c) summative
assessment for accountability to the public. Pellegrino et al. (2001) extend these
definitions with three main purposes of assessment: (a) assessment to assist learning
(formative assessment), (b) assessment of individual student achievement (summative
assessment), and (c) assessment to evaluate programs (evaluative assessment). Despite
an intense debate over the past five decades, the distinction between formative and
summative assessment has not resulted in a precise definition, and the distinction
between the two remains blurry (Newton 2007). For widening the perspective, other
terms have been introduced such as learning-oriented assessment (Carless 2007)
emphasizing the development of learning elements of assessment or sustainable assess-
ment (Boud 2000) proposing the support of student learning beyond the formal learning
setting. A common thread among the many definitions points to the concept of feedback
for a variety of purposes, audiences, and methods of assessment.

A feedback-rich learning environment driven by formative assessment enables
learners to progress in their individual learning journey (Ifenthaler and Seel 2005). In
a broader sense, feedback is considered to be any type of information provided to
learners (Wagner and Wagner 1985). Feedback can take on many forms depending
on the theoretical perspective, the role of feedback, and the methodological
approaches (Ifenthaler 2009). Feedback can be provided through internal (individual
cognitive monitoring processes) or external (various types of correction variables)
sources of information. Internal feedback may validate the externally provided
feedback, or it may lead to resistance against the externally provided feedback
(Narciss 2008). Widely accepted forms of feedback include (a) knowledge of result,
(b) knowledge of correct result, (c) knowledge of performance, (d) answer until
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correct, (e) knowledge of task constraints, (f) knowledge about concepts,
(g) knowledge about mistakes, (h) knowledge about how to proceed, and
(i) knowledge about metacognition (Ifenthaler 2009; Narciss 2008).

New opportunities arise from tools and technologies in classrooms which enable
formative assessment practices to support twenty-first century learning (Spector et al.
2016). For example, automation as opposed to full- or part-manual approaches of
formative assessment has created a new class of instructional and interactive technol-
ogies (Wiliam 2011). If the assessment can be carried out automatically and in real
time, then its results can be used to inform (a) the learners during an ongoing learning
process, (b) the teachers in order to create meaningful feedback and redesign learning
events on the fly, and (c) the decision-makers to continuously optimize learning
environments (Ifenthaler and Pirnay-Dummer 2014). Assessment results can then be
aggregated, transformed, and thus utilized to create feedback panels or even person-
alized and adaptive feedback based on the current learner model. Such a formative
assessment model with integrated real-time feedback requires access to rich data from
various contexts of the educational arena (Baker and Siemens 2015; Ifenthaler 2015).

One example is the model-based assessment and feedback approach (Ifenthaler
2009), where a phenomenon in question is assessed in form of a written text or
graphical representation. Model-based assessment and feedback aim at a
restructuring of the underlying representations and a reconceptualization of the
related concepts of the cognitive structure of the learner (Piaget 1950). New infor-
mation provided through model-based feedback can be assimilated through the
activation of an existing schema, adjustment by accretion, or tuning of existing
schema. Otherwise, it is accommodated by means of a reorganization process which
involves building mental models (Ifenthaler and Seel 2013). Hence, an analytics
algorithm enables the generation of domain-specific feedback including different
forms of model-based feedback. The automated language-oriented analysis can be
applied domain independently for written texts or graphical representations against a
single reference model or against multiple reference models (Coronges et al. 2007).
Reference models can either be a person’s prior understanding of a phenomenon in
question, another person’s understanding, a shared or aggregated understanding of
the phenomenon of multiple persons, or an expert solution of the phenomenon in
question. Automated model-based feedback models, generated on the fly, have been
successfully tested for preflection and reflection in problem-solving scenarios
(Ifenthaler 2012; Lehmann et al. 2014). Other studies using model-based assessment
and feedback highlight the benefits of availability of informative feedback whenever
the learner needs it, and its identical impact on problem-solving when compared with
feedback models created by domain experts (Pirnay-Dummer and Ifenthaler 2011).

Harnessing Data and Analytics for Assessments

Interest in collecting and mining large sets of educational data on student back-
ground and performance has grown over the past years and is generally referred to as
learning analytics (Baker and Siemens 2015). Learning analytics uses static and
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dynamic information about learners and learning environments – assessing, eliciting,
and analyzing them – for real-time modeling, prediction, and optimization of
learning processes, learning environments, and educational decision-making
(Ifenthaler 2015, 2017). As the field of learning analytics is growing, several
frameworks have been proposed, which focus on available data, instruments for
data analysis, involved stakeholders, and its limitations (Buckingham Shum and
Ferguson 2012; d’Aquin et al. 2014; Greller and Drachsler 2012; Ifenthaler and
Widanapathirana 2014). For example, Greller and Drachsler (2012) introduce six
critical dimensions of a learning analytics framework including stakeholders, objec-
tives, data, instruments, and internal and external constraints. These dimensions are
critical when designing and implementing learning analytics applications and there-
fore provide a valuable guideline. Still, elaborated and more importantly empirically
validated learning analytics frameworks are scarce (Ifenthaler and Widanapathirana
2014). Another limitation of learning analytics frameworks is the missing link of
learner characteristics (e.g., prior learning), learning behavior (e.g., access of mate-
rials), and curricular requirements (e.g., competences, sequencing of learning).
Ifenthaler and Widanapathirana (2014) addressed most of these limitations by
introducing a holistic learning analytics framework. This holistic learning analytics
framework combines data sources directly linked to individual stakeholders and their
interaction with the online learning environment, as well as curricular requirements.
Additionally, data from outside of the educational system is integrated. The pro-
cessing and analysis of the combined data are carried out in a multilayer data
warehouse and returned to the stakeholders, e.g., institution, teacher, learner, in a
meaningful way. Each of these stakeholders has unique needs for understanding and
interpreting data that is most relevant for the decisions that need to be made (e.g., by
a student for reworking, by a teacher for assisting in providing guidance and advice
to the learner, by an institutional leader for aggregating results to make program-
matic and curriculum decisions).

Figure 1 illustrates a holistic learning analytics framework for formal learning
environments. The arrows document the data flow within the environment. For
example, learning outcomes for a unit are defined in the curriculum which is directly
linked to the learning environment. Students and teachers (with individual charac-
teristics) interact with the learning environment to achieve the expected learning
outcomes. Data from (a) student characteristics and teacher characteristics and
(b) interaction traces from the learning environment are processed in the learning
analytics engine with dynamic algorithms and further refined for personalized and
adaptive interventions. These interventions (e.g., prompts, hints) are displayed in the
learning environment in near real time. In addition, a reporting engine can produce
insights for stakeholders on a summative level.

However, a yet to be solved limitation of learning analytics is the lack of a
stronger focus on dynamic or real-time assessment for learning as well the improve-
ment of learning environments. While the abovementioned holistic learning analyt-
ics framework includes allusions to assessment data (e.g., prior academic
performance, self-tests) and accompanying feedback (e.g., metacognitive prompts,
personalized scaffolds) (Ifenthaler and Widanapathirana 2014), distinct assessment
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analytics or analytics-driven formative and evaluative assessment features are not
mentioned. Analytics-driven assessment harnesses formative data from learners and
learning environments in order to facilitate learning processes in real time and help
decision-makers to improve learning environments. Hence, analytics-driven assess-
ment may provide multiple benefits for students, schools, and involved stakeholders.
Distinct features of analytics-driven assessments may include (Ellis 2013; Ifenthaler
and Widanapathirana 2014):

• Self-assessments linked to specific learning outcomes using multiple assessment
formats (e.g., single- or multiple-choice, open text, etc.) and personalized real-
time feedback (e.g., knowledge of result, knowledge about how to proceed)

• Peer assessments focusing on specific learning outcomes or general study skills
(e.g., learning strategies, time management)

• Defining individual goals and desired achievements for subjects, modules, or
classes and tracking learning-dependent progress toward them

• Semantic-rich feedback for written assignments in near real time using natural
language processing

• Progress reports toward curricular required competences or learning outcomes
including intraindividual and interindividual comparisons

• Reflective prompts highlighting persistence of strengths and weaknesses of
specific learning events and assessment results (e.g., reoccurring errors, miscon-
ceptions, learning habits)

Fig. 1 Holistic learning analytics framework (Ifenthaler 2015)
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In order to implement analytics-driven assessment in classroom settings,
advanced algorithms for assessment and personalization as well as systems for
their continuous improvement have to be further developed. Only a few have been
implemented in educational settings so far (Drachsler et al. 2008): (a) neighbor-
based algorithms recommend similar learning materials, pathways, or tasks based on
similar data generated by other learners; (b) demographics algorithms match learners
with similar attributes and personalize the learning environment based on prefer-
ences of comparable learners; and (c) Bayesian classifier algorithms identify patterns
of learners using training sets and predict the required learning materials and
pathways. In addition, Ifenthaler and Widanapathirana (2014) report case studies
that support the application of support vector machines (SVM) for learning analytics
applications. SVM can efficiently perform a nonlinear classification using what is
called the kernel trick, implicitly mapping their inputs into high-dimensional feature
spaces (Cleophas and Zwinderman 2013). The flexibility for modeling nonlinear
educational data, short training times for more robust models, and responsiveness to
interactions and changing variables, as well as sensitivity to imperfect data sets are
strong arguments for further implementation of SVM in analytics-driven
assessments.

Given an analytics-driven assessment system outlined above, the learning envi-
ronment can enable a personalized learning experience and adjust to the students’
need in near real time. Making assessment data available to teachers may also help to
change the culture of feedback in classrooms and to build positive perceptions
toward analytics driven-assessment.

To sum up, making use of big data requires sophisticated learning analytics of
formative assessment data, that is, analytics-driven assessment, collected from many
different learners in a wide variety of learning situations and provided to relevant
users at appropriate and meaningful levels of aggregation for analysis, insight, and
decision-making. Analytics-driven assessments can thereby motivate individual
students, help teachers adjust individual learning paths, and inform other stake-
holders in schools of progress and achievements.

Computer-Generated Log Files in Large-Scale Assessments

One specific area of interest for learning analytics is the field of educational large-
scale assessments (LSAs) because the wealth of data collected in LSAs allows for
insights that are difficult to obtain in small-scale studies both in terms of the diversity
of information covered and in terms of the population studied. Most of the LSAs
have a political dimension to them as well and cover broad assessments of several
learning outcomes (often referred to as competencies or proficiency levels) and
background information in large and, of note, representative samples. This data is
prone to be fully exploited by the emerging field of learning analytics, which directly
relies on the use of computer-based assessment (CBA).
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Over a decade ago, LSAs already employed CBA, but a widespread implemen-
tation of technology into the assessment process has only occurred recently. For
instance, the largest educational LSA, the Programme for International Student
Assessment (PISA) convened by the OECD on a triennial basis in over 70 countries
(OECD 2013b), has comprehensively moved to CBA in its 2015 cycle and will even
do more so in 2018. In fact, paper-pencil assessment materials are developed and
maintained only for those participating countries that do not have the technological
means of CBA. Given the unique combination of representative samples in LSAs,
the carefully deployed background information in the form of self- and other-
reported questionnaires, and the wealth of process information obtained within
CBA, LSA data is an exemplary source for exploratory analysis and application in
learning analytics.

However, the potential for LSA data has yet to be fully explored. In fact, LSAs
have mainly focused only on comparisons between countries and have provided
information on students’ overall proficiency levels. One major criticism surrounding
LSAs is that they only provide a rather distal summative assessment and that their
results and implications are somewhat removed from actual applications and impli-
cations in the classroom. The wealth of data obtained within CBA in combination
with the field of learning analytics has the as yet untapped potential of providing
in-depth and fine-grained insights into learning processes and behavioral patterns on
the basis of computer-generated log file analyses and extending the scope of LSAs
into the realm of formative assessment. Despite the potential of applying learning
analytics to assessment data obtained in LSAs, the currently available applications
are scarce at best. For instance, only recently OECD has made (excerpts from) the
computer-generated log file data available on a public repository for scientific
analyses (www.oecd.org/pisa/data/). The actual use of insights obtained from such
analyses in the reporting of studies such as PISA is something that has not been
realized.

Educational data mining techniques are one way of exploring the relations
between different variables, for instance, between behavioral patterns when working
on the tasks and overall performance on the one hand and background variables on
the other hand. This approach has yet to be fully utilized in the application of LSAs
for mainly two reasons: (a) available software packages in the field of learning
analytics are highly specialized and require substantial resources to be used, both
financially and time-wise, and there is often a lack of both in LSAs; and
(b) educational data mining is an excellent tool for initially discovering complex
and fuzzy relations between variables. Thus, so far researchers have used more
exploratory than confirmatory methods, but the latter in combination with a theoret-
ical understanding will be required for fully understanding the educational implica-
tions of LSAs.

Recently, there have been some first attempts of investigating and incorporating
analyses that were conceptually motivated and utilized information gained from
computer-generated log file analyses into LSA. For instance, Goldhammer et al.
(2014) used data from the Programme for the International Assessment of Adult
Competencies (PIAAC; OECD 2013a) to show that time-on-task exhibited
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differential relations to different performance indicators. As theoretically expected, a
shorter time-on-task was associated with better performance in reading (indicating
quick and efficient automatic processing), whereas a longer time-on-task was asso-
ciated with better performance in problem-solving (indicating thoughtful and con-
trolled processing). In a similar vein, Greiff et al. (2016) investigated how several
actions taken by students related to working on a complex problem-solving task
(e.g., time-on-task, the strategy used, and the number of active interventions) related
to overall problem-solving performance in a national large-scale study in Finland.
They found that for some of the process indicators, there was a linear relation to
performance, whereas for others the relation was of a reversed U-shape indicating,
for instance, for time-on-task, an optimal level to be spent on a task with higher and
lower values associated with lower performance.

Results on the basis of computer-generated log file analyses can thus be used to
explain group differences in LSAs and other settings. For instance, Wüstenberg et al.
(2014) compared performance differences in complex problem-solving, which was
internationally assessed in the PISA 2012 cycle under the label “creative problem-
solving” (OECD 2014), between a Hungarian and a German sample. They found
that overall performance differences were closely mirrored by differences in explo-
ration strategy, thus providing a fine-grained predecessor (and possibly explaining
variable) for differences between the two groups. It is this kind of analysis that adds a
formative aspect to the originally rather abstract nature of summative assessments in
LSAs by relating abstract differences in overall performance to differences in
underlying processes and actual behaviors. Consequently, there are first attempts
of incorporating indicators from computer-generated log files into the reporting and
scoring for LSA. For instance, for some of the problem-solving tasks administered in
PISA 2012, students would receive partial credit even if they obtained the wrong
solution to the problem, but log files indicated that their initial approach toward
exploring the problem space was adequate. This concept is closely related to the idea
of “stealth assessment” (Shute 2011) in which information that can be considered a
by-product of the assessment process is integrated into the scoring and used as
additional source of information. Readers may also be interested in the “Rule Space
Method” which provides a foundation for cognitive diagnostics (Gierl 2007;
Tatsuoka 2009).

Information concerning a student’s task processes and behaviors during perfor-
mance could also be used in providing very specific feedback to teachers about
students’ needs in an attempt to utilize the information from LSA for the classroom.
For instance, Greiff et al. (submitted) used data obtained from log files to identify
different types of students with different patterns of exploring complex problem-
solving environments across a number of tasks in a sample of Hungarian students.
Interestingly, several of the different types of explorers showed comparable levels of
overall performance and would have been considered equal in terms of overall
proficiency levels. However, when looking at actual task behaviors, some of these
students might require different (e.g., more intensified) support and intervention than
others because they displayed suboptimal task exploration. Thus, providing individ-
ualized information on task behavior – in addition to and beyond overall task
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performance – can yield valuable information to teachers in terms of a combination
of formative and summative assessment data.

While such analyses have not been utilized on a large scale but are currently
limited to single studies, this type of analysis could add substantial value to the
current benefits of LSA. The conceptually motivated examples mentioned above
could then be complemented by EDM techniques, which are best at discovering
complex interactions between several actions but that are also more difficult to
understand and to give meaning to. In the long run, additional information that is
driven by assessment and learning analytics will help LSAs to gain legitimacy for
student development and in the classroom.

Conclusions and Future Directions

The complexity of designing adaptive assessment and feedback systems has been
discussed widely over the past few years (e.g., Sadler 2010; Shute 2008). The current
challenge is to make use of data – from learners, teachers, and learning environments
– for assessments. Several issues and future directions in the broad area of analytics-
driven assessments arise for educational practice.

First, in relation to the challenges brought on by technology-enhanced assess-
ments, the large amount of data now available for teachers is far too complex for
conventional database software to store, manage, and process. In addition to the
volume of available assessment data, the assessment data accumulates in real time.
Finally, the source and nature of this enormous and quickly accumulating assessment
data are highly diverse (Gibson andWebb 2015). Accordingly, technology-enhanced
assessments underscore the need to develop assessment literacy in teachers and other
stakeholders of assessment (Stiggins 1995). However, teachers seem not to be
adequately prepared to assess students in classrooms in general (Mertler 2009)
and, more importantly, when using technology-enhanced assessments. One histori-
cally well-documented reason for this inadequate preparation of teachers for assess-
ments is the minimal preservice training in educational measurement and
psychometrics experienced by most teachers (Plake 1993). Professional develop-
ment in technology-enhanced assessment needs to focus on key issues of assessment
(Stiggins 1995): (a) what to assess, (b) why to assess, (c) how to assess, (d) how to
provide feedback, and (e) how to avoid assessment errors and biases. In addition,
Mertler (2009) notes that workshops focusing on applied assessment decision-
making can be beneficial for teacher’s assessment literacy. Therefore, implementing
new preservice and in-service programs for assessment literacy with a strong focus
on technology-enhanced assessments seems to be of high priority. Along this line,
empirical research is needed to investigate long-term impact on teachers’ analytics-
driven assessment practice. Such a new foundation of analytics-driven assessment
methodology needs to provide teachers with practical hands-on experience on the
fundamental platforms and analysis tools for linked big data, introduce several data
storage methods and how to distribute and process them, introduce possible ways of
handling analytics algorithms on different platforms, and highlight visualization
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techniques for big data analytics (Gibson and Ifenthaler 2017). Well-prepared
teachers may demonstrate additional competencies such as understanding large-
scale machine learning methods as foundations for human-computer interaction,
artificial intelligence, and advanced network analysis.

Second, additional design research and development are needed in automation
and semiautomation (e.g., humans and machines working together) in assessment
systems. Automation and semiautomation of assessments to provide feedback,
observations, classifications, and scoring are increasingly being used to serve both
formative and summative purposes. For example, automated scoring systems have
been used as a co-rater in large-scale standardized writing assessments since the late
1990s (e.g., e-rater by Educational Testing Service). Alternatively, the instructional
applications of automated scoring systems are developed to facilitate the process of
scoring and feedback in writing classrooms (Ifenthaler 2016). These systems mimic
human scoring by using various methods of scoring, that is, statistics, machine
learning, and natural language processing techniques. Implemented features of
automated assessment systems vary widely, yet they all are trained with large sets
of expert-rated sample open-ended assessment items to internalize features that are
relevant to human scoring (Ifenthaler and Dikli 2015). Automated scoring systems
compare the features in training sets to those in new test items to find similarities
between high-/low-scoring training and high-/low-scoring new ones and then apply
scoring information gained from training sets to new item responses. Shermis and
Hamner (2013) demonstrated that automated assessments are capable of producing
results similar to human assessment for extended-response writing items. Currently,
automated and semiautomated assessment systems can be reliably applied in
low-stakes assessment (e.g., evaluation of written essays). For example, students
can submit their written essay (from home or from in the classroom) to a web-based
platform and receive near real-time feedback regarding their (a) writing style,
(b) scope of writing, or (c) structure and depth of arguments. Such improvement
toward valid real-time feedback is expected as these systems are being developed
further and might even be used for high-stakes assessment in the near future.

Third, Gibson et al. (2016) propose an open assessment resources approach that has
the potential to increase trust in and use of open education resources (OER) in formal
educational systems by adding clarity about assessment purposes and targets in the
open resources world. Open assessment resources (OAR) with generalized formative
feedback are aligned with a specific educative purpose expressed by some user of a
specific OER toward the utility and expectations for using that OER to achieve an
educational outcome. The generalization of feedback can follow anonymous crowd
behavior (e.g., common misconceptions, common pathways of performance) in the
OER rather than individualized behavior. Further, the OAR approach is focused on a
few high-level assessable outcomes (e.g., collaboration, problem-solving, communi-
cation, creativity) and the feedback (e.g., recommendations for improved perfor-
mance, prompts for further elaboration of ideas, suggestions for alternatives) that
pertain to supporting and achieving these outcomes within a specific OER with fewer
ethical challenges. An OAR system will support a wide range of assessment applica-
tions, from quizzes and tests to virtual performance assessments and game-based
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learning, focused on promoting deeper learning. The concept of assessment activity
expresses the idea that authentic assessment is fundamental to learning,and the
concept of item bank implies reusability, modularity, and automated assembly as
well as presentation of assessment items (Gibson et al. 2016).

Fourth, utilizing data (i.e., in-game actions and behaviors that are digitally traced
through numerical variables) from game-based learning environments may provide
near real-time information about learners’ performance and competency develop-
ment. Still, the implementation of assessment into games adds an important but time-
consuming step to the educational game design process. Ifenthaler et al. (2012)
distinguish three types of game-based assessment: (a) game scoring, (b) external
assessment, and (c) embedded assessment. Game scoring stems from traditional
game design and focuses on targets achieved or obstacles overcome as well as time
needed for reaching specific goals within a game. External assessment is realized
outside of the game environment using traditional assessment approaches such as
interviews, essays, knowledge maps, causal diagrams, or multiple-choice questions.
A more effective form of assessment is the embedded or internal game-based
assessment (Ge and Ifenthaler 2017). An unobtrusive version of embedded assess-
ment is referred to as stealth assessment as mentioned before (for an application see
Shute et al. 2016). Embedded assessment does not interrupt the game-play; however,
it makes the purpose of assessment transparent to the learner. Embedded assessment
is implemented in situ, that is, in action of the game-play. Hence, in situ assessment
focuses on the learning-dependent progression and learning outcomes while playing
a game. This opens up manifold opportunities in order to optimize learning pro-
cesses and learning outcomes including personalized and adaptive feedback and
scaffolds toward the intended learning outcomes of the game while at the same time
coming along with several fairness-related challenges (Loh et al. 2015).

To conclude, analytics-driven assessments have yet to fully arrive in the everyday
classroom but are rapidly emerging. In moving forward to embrace the opportunities
that could be provided by analytics-driven assessment, the challenges that remain to
be addressed must not be underestimated:

(a) Professional development of teachers is vital for advancing meaningful assess-
ment practices in schools.

(b) Schools need to address ethics and privacy issues linked to data-driven assess-
ments. They need to define who has access to which assessment data, where, and
how long the assessment data will be stored and which procedures and algo-
rithms to implement for further use of the available assessment data.

(c) The application of serious games analytics opens up opportunities for the
assessment of engagement and other motivational (or even broader:
non-cognitive) constructs within game-based learning environments. The avail-
ability of real-time information about the learners’ actions and behaviors stem-
ming from key decision points or game-specific events provides insights into the
extent of the learners’ engagement during game-play. The analysis of single
action or behavior and the investigation of more complex series of actions and

660 D. Ifenthaler et al.



behaviors can elicit patterns of engagement and therefore provide key insights
into ongoing learning processes.
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