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Abstract. Recommender systems that make use of collaborative filter-
ing tend to suffer from data sparsity as the number of items rated by
the users are very small as compared to the very large item space. In
order to alleviate it, recently transfer learning (TL) methods have seen
a growing interest wherein data is considered from multiple domains so
that ratings from the first (source) domain can be used to improve the
prediction accuracy in the second (target) domain. In this paper, we pro-
pose a model for transfer learning in collaborative filtering wherein the
latent factor model for the source domain is obtained through Matrix
Factorization (MF). User and Item matrices are combined in a novel
way to generate cluster level rating pattern and a Code Book Trans-
fer (CBT) is used for transfer of information from source to the target
domain. Results from experiments using benchmark datasets show that
our model approximates the target matrix well.

1 Introduction

Recommender systems provide recommendations on products or services so that
users get to know about items that match their interests. In order to learn user
profiles, predict users’ intensions and recommend items of interest, recommender
systems usually employ techniques like Collaborative Filtering (CF) where rec-
ommendation for a user (target user) is done by utilizing the observed preferences
of other users with similar tastes as that of the target user. Popular methods
include MMMF [1,2] and PMF [3]. However, these methods can only utilize the
data from a single domain and cannot take into account user-item interaction
from other domains. Moreover, most CF-based recommender systems perform
poorly when there are very few ratings. To address this data sparsity, transfer
learning methods have emerged.

The idea behind transfer learning [4] is to extract and transfer common
knowledge across the source and the target domain so as to built a predictive
model across different domains. In the case of recommender systems, for success-
ful knowledge transfer, TL has to address two critical problems (1) Knowledge
transfer when two domains have aligned users or items and (2) Knowledge trans-
fer when the domains have no aligned users or items. The second problem is very
difficult and in this paper we use a representative method to solve this issue using
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CBT (CodeBook Transfer) [5]. We propose a model for transfer learning in col-
laborative filtering in which the latent factor model for the source domain is
obtained through matrix factorization techniques like MMMF (Maximum Mar-
gin Matrix Factorization) and PMF (Probabilistic Matrix factorization) and the
cluster level patterns are generated via clustering techniques like Spectral Clus-
tering and k-means Clustering. Thereafter, we use a tri-factorization method
with the help of CBT that exploits matrix tri-factorization for transfer of infor-
mation from the source to the target domain.

One work that comes close to ours is that of [6] where matrix approximation
is combined with cluster-level factor vectors. However, their approach is limited
to a single domain only. In [7] a coordinate system transfer method is proposed
in which the latent features of users and items of source domain are learnt
and adapted to a target domain. However, they require either common users or
items between the two domains. In [5], co-clustering is applied on a separate
auxiliary rating matrix to directly get cluster level rating pattern(B), which is
then used in matrix tri-factorization. Our approach differs from theirs as we
do not use a separate dense auxiliary rating matrix. The rest of the paper is
organized as follows: Sect. 2 gives a brief description about Matrix Factorization.
The proposed approach is given in Sect. 3. Finally experimental results are shown
in Sect. 4, and we conclude our work in Sect. 5.

2 Matrix Factorization

Matrix factorization (MF) [2,8,9] techniques are a family of algorithms in col-
laborative filtering which try to approximate a low dimensional representation
of the data. The users and items are projected to a lower dimensional embed-
ding which are modelled as latent variables or hidden factors. The idea is that
inference on these hidden factors lead to accurate predicton for ratings.

Formally, given a user-item rating matrix Y ∈ R
m×n where m is the number

of users and n is the number of items. Assuming that k is the number of latent
factors, we need to find two matrices, U ∈ R

m×k and V ∈ R
n×k such that their

product is approximately equal to Y , i.e., U × V T = Ŷ ≈ Y . Since we need to
use only the observed ratings O, the objective then reduces to find Ŷ = UV T

by minimizing
J =

∑

(i,j)εO
(yij − uivj)2 (1)

Of the different matrix factorization techniques proposed we have chosen MMMF
and PMF to be used in this paper.
Maximum Margin MF (MMMF)- When predicting discrete values such as
ratings in recommender systems, a loss function other than the sum-squared
error is more appropriate. In MMMF [1,10] sum-squared error is replaced with
hinge loss. MMMF constrains the norms of U and V (trace norm) instead of
their dimensionality and the predicted matrix contains only discrete values in
{1, 2, ...r}. In order to output only the discrete values in MMMF we have to
learn r − 1 thresholds θia (1 ≤ a ≤ r − 1) for every user i in addition to the
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latent feature matrices U and V . For that, we need to minimize the following
objective function:

J (U, V, θ) =
∑

(i,j)∈O

r−1∑

a=1

h(T a
ij (θia − uiv

T
j )) + λ(||U ||2F + ||V ||2F ) (2)

where T a
ij =

{
+1 if a ≥ yij

−1 if a < yij

h(.) is a smoothed hinge loss function defined as

h(z) = (1 − z), if z < 1 and = 0, otherwise, λ > 0 is regularization parameter.

Probabilstic MF- Probabilstic MF (PMF) is a generative model which pre-
supposes a Gaussian distribution for the data. In this, ratings (Y ) are modeled
as draws from a Gaussian distribution with mean for Yij as UiV

T
j . Zero-mean

spherical gaussian priors are placed on U and V . i.e., Each row of U and V are
drawn from a multi variate gaussian distribution with mean as 0 and precision
is multiple of identity matrix I, as shown in equations below (3) and (4).

P (U |σ2
U ) =

m∏

i=1

N (Ui|0, σ2
UI) (3)

P (V |σ2
V ) =

n∏

j=1

N (Vj |0, σ2
V I) (4)

Given the user feature vectors and movie feature vectors, the distribution for
the corresponding rating is given by Eq. (5),

P (Y |U, V, σ2) =
m∏

i=1

n∏

j=1

[N (Yij |UiV
T
j , σ2)]Iij (5)

Goal of PMF is to maximize the log-posterior of (5) over U and V . Maxi-
mizing the log posterior of (5) is equivalent to minimizing (6).

J =
1
2
(

m∑

i=1

n∑

j=1

Iij(Yij − UiV
T
j )2 + λU

m∑

i

||U ||2F + λV

n∑

j

||V ||2F ) (6)

where, Iij is the indicator matrix which equals 1 if item j is rated by user i

otherwise 0, λU = σ2

σ2
U

and λV = σ2

σ2
V

. One can solve the optimization functions
given in Eqs. (2) and (6) using gradient descent.

3 Proposed Approach

For a target matrix (Y ′) of size m′ × n′ denoting users rating of items, our
goal is to recommend the items in target domain using the source domain data.
Initially, we apply MMMF (2) and PMF (6) individually on source domain to get
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latent feature vectors Us, Vs. Then we apply k-means clustering [11] or Spectral
Clustering [12] on row vectors of Us and Vs to get user-cluster latent matrix
and item-cluster latent matrix. Following that we multiply them to get cluster
level rating pattern (C). Once the rating pattern is formed, we try to minimize
the objective function (7) which is a tri-factorization method so as to get the
user and item membership matrices Ut, Vt of the target domain. After which
predicted matrix can be obtained using Eq. (8) as outlined in Algorithm 1.

min
Ut∈{0,1}m′×p,Vt∈{0,1}n′×q

||[Y ′ − UtCV T
t ] ◦ W ||2F s.t., Ut1 = 1, Vt1 = 1. (7)

Ỹ ′ = W ◦ Y ′ + [1 − W ] ◦ [UtCV T
t ], (8)

where W is the indicator matrix of size m′ × n′ in which the value is 1 if the
rating exists in original rating matrix, 0 otherwise. W ensures that the error is
calculated only for the predicted ratings and, ◦ denotes element wise product.
Ut and Vt are binary matrices, in which the value 1 (best cluster indicator)
indicates whether a user or item belongs to a particular cluster and Ut1 = 1,
Vt1 = 1 ensures that each user or item belongs to only one cluster. The solution
to the optimization problem (Eq.-7) relates the source and target tasks and is
NP-hard. Smaller value of Eq. (7) indicates that a better rating pattern between
source and target while larger values indicate weak correspondence, which may
result in negative transfer [13]. To get the minimum local solution, Alternating
Least Squares (ALS) technique is used. ALS monotonically decreases Eq. (7),
by updating Ut and Vt alternatively. This has been demonstrated in algorithm
2 of [5], where updating Ut is given in lines 7-10, and updating Vt is given in
lines 11-14. Once we get Ut, Vt by solving the optimization function (7), we
construct the predicted target matrix using Eq. (8), which is illustrated in Fig.
2. Consider Fig. 1, where source rating matrix (presented at level-1) is factorized
into user latent factor matrix (Us) and item latent factor matrix (Vs) as shown
in level-2. Clustering technique is applied on Us and Vs to get user and item
cluster matrices (P , Q) which are at level-3. Finally, level-4 shows that these
cluster matrices are multiplied to get cluster-level rating pattern (C) which is to
be used in the target domain.

Algorithm 1. MF combined with clustering
1: Input: Source domain ratings
2: Output: Predicted target domain ratings
3: Find Us, Vs by minimizing the optimization function of MMMF (2) or PMF (6).
4: Apply k-means clustering or spectral clustering on Us, Vs to get user-cluster latent

matrix(P ) and item-cluster latent matrix(Q).
5: Calculate C = P * Q′ as cluster level rating pattern, which is assumed to be shared

between two domains.
6: Use C, and find Ut, Vt of target domain by minimizing Eq. (7).
7: Using these Ut and Vt, find the predicted matrix using (8).
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Fig. 1. Construction of cluster-level rating pattern using source rating data

Fig. 2. Approximation of target rating matrix using cluster-level rating pattern.

4 Experimental Setup

The two datasets used in our experiments are MovieLens (https://grouplens.
org//datasets/movielens/) as source dataset (6040 users and 3952 movies) and
Books (https://grouplens.org/datasets/book-crossing/) as target dataset (2095
users and 4544 books). In movielens each user has ratings range of 1-5, whereas
in books the range is 1-10, and we have scaled it to 1-5. In all experiments 80% of
the total rating data is taken for training, and the rest 20% is used for testing.
We evaluated our algorithm using Root Mean Squared Error (RMSE) Eq. (9)
and Mean Absolute Error (MAE) Eq. (10), where smaller the values of these,
better the performance. If we observe Table 1, we can see that MMMF or PMF,
when combined with spectral clustering is giving better result (i.e., lesser RMSE
and MAE) when compared with MMMF or PMF combined with k-means, which
says that spectral clustering is more general and powerful compared to k-means

https://grouplens.org//datasets/movielens/
https://grouplens.org//datasets/movielens/
https://grouplens.org/datasets/book-crossing/
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clustering technique. In some cases, even if the number of clusters is known,
k-means clustering may fail to effectively cluster, because k-means is ideal to
discover globular clusters, in which the members are in compact form but not
connected.

RMSE =

√√√√
∑

(i,j)εO

(yij − ŷij)
2

|O| (9)

MAE =
∑

(i,j)εO

|(yij − ŷij)|
|O| (10)

where yij is the original rating and ŷij is the predicted rating.

Table 1. RMSE and MAE comparison of MMMF, PMF combined with k-means clus-
tering and spectral clustering

Number of clusters RMSE MAE

K-means Spectral K-means Spectral

MMMF 40 0.9702 0.9372 0.6963 0.6029

PMF 40 0.8205 0.8001 0.6674 0.6476

MMMF 140 0.9690 0.9171 0.6986 0.5864

PMF 140 0.8282 0.799 0.799 0.6867

MMMF 200 1.0603 0.9277 0.777 0.6044

PMF 200 0.8535 0.8362 0.6778 0.6473

MMMF 300 1.0180 0.9089 0.7187 0.5925

PMF 300 0.8337 0.8138 0.6578 0.6208

MMMF 500 1.0927 0.9247 0.7813 0.6105

PMF 500 0.8452 0.8123 0.6508 0.6222

5 Conclusion and Future Work

We have proposed a novel model for cross-domain recommendation when mul-
tiple domains do not share a latent common rating pattern. We made use of
Matrix Factorization techniques to get the initial latent hidden factor models
and apply clustering techniques to find cluster-level rating pattern which is then
used in a tri-factorization approximation. Experimental results using benchmark
datasets shows that our model approximates the target matrix well. In the future
we would like to vary the number of items in different domains which requires a
special treatment and aslo investigate different techniques of tensor-based knowl-
edge transfer learning.
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