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Abstract. Object tracking using still or PTZ cameras is a hard task for
large spaces and needs several devices to completely cover the area or
to track multiple subjects. The introduction of 360◦ camera technology
offers a complete view of the scene in a single image and can be useful
to reduce the number of devices needed in the tracking problem. In this
paper we present a framework using 360◦ cameras to simulate an unlim-
ited number of PTZ cameras and to be used for tracking. The proposed
method to track a single target process an equirectangular view of the
scene and obtains a model of the moving object in the image plane. The
target is tracked analyzing the next frame of the video sequence and esti-
mating the P,T and Z shifts needed to keep the target in the center of the
virtual camera view. The framework allows to use a single 360◦ device
to obtain an equirectangular video sequence and to apply the proposed
tracking strategy on each target simulating several virtual PTZ cameras.

Keywords: 360◦ cameras · Equirectangular projection · PTZ cameras ·
Object tracking

1 Introduction

The recent availability of 360◦ camera has provided a new type of images and
videos and several visualization models. For still images, it is common to use the
expanded version of the image (i.e. cylindrical or equirectangular projection)
with the whole content directly visible to the user. Navigable players are mainly
used for videos, allowing to change the direction of the view, different users can
focus on different parts of the 360◦ video and have a totally different information
and experience from the media.

In this paper we use 360◦ videos for tracking. Following the navigable players
paradigm, we don’t use the complete 360◦ information, but we simulate a tradi-
tional PTZ camera that can freely move in a 360◦ world. Using this approach it
is possible to reduce the computational complexity of tracking analyzing only a
small region of the video frames.

In real-time systems, a PTZ camera can miss the target during tracking. The
re-acquisition of the target can be hard and time consuming due to mechanical
limitations of PT motors. In 360◦ video, on the other hand, the target is still
present (in a unknown position) and the re-acquisition of the target might be as
simple as object detection in images.
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Finally, the use of this type of videos can provide practical advantages: reduc-
ing the number of cameras needed to cover a space (just one in a small place)
and allowing multiple subjects tracking using only one video.

2 Related Works

Object tracking has a long history in computer vision. There are a lot of papers
and surveys, [12,18] for example, explaining which are the main aspects to eval-
uate developing a new approach. Different methods use different information of
the observed video, for example the appearance of the target, a model of the
target, color information, keypoints detection and so on. 360◦ tracking is nowa-
days an open problem and the related works in this field is limited and in fast
evolution. In this paper we use 360◦ video to simulate PTZ virtual cameras. In
next paragraphs we report an overview on 360◦ video capturing and handling,
and on classical PTZ tracking techniques.

2.1 360◦ Image Representation

Panoramic images are used to give a single representation of a wide scene, chang-
ing the representation coordinate system from the classic planar projection to
a different one. Most commonly used coordinate systems are the cylindrical
and the spherical ones. They were mainly used in 3D Graphics to reproduce a
real environment or in panoramic stitching to create a synthetic wide-horizontal
image from a collection of pictures, augmenting the real pan of the camera.

An overview on panoramic imaging, including both hardware and software
specific tools, is presented in [8]. In particular, this work describes the capturing,
processing, stitching [17] and reconstruction steps for single cameras or pairs of
stereo cameras. Nowadays this function is often available on smartphones. 360◦

cameras can be considered off-the-shelf products. Image stitching [4] is now a
less important problem, because these devices can directly provide a 360◦ image
from a small number (two, in the principal commercial devices) of sensors. In
our work we give only a brief description of the geometry of a specific panoramic
image projection and we assume that the output of the 360◦ camera is calibrated
and with a negligible distortion.

2.2 PTZ Tracking

The introduction of PTZ cameras offered the capability of focusing on the inter-
esting part of the scene moving the camera and zooming in, having a higher
resolution with respect to static cameras. The main drawback is the control of
the PTZ parameters and the camera calibration. The typical surveillance system
or simple tracking scenario usually uses a master-slave (static-PTZ) couple of
camera [7,16], or a network of devices [14].

In this paper we want to focus only on tracking approaches that use PTZ or
360◦ cameras and, therefore, can observe a wide part of the scene. In [6] tracking
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is performed using a histogram based on the HSV values of the frame as target
feature and the mean shift method to search the target in the next frame. The
result of tracking is then used, separately, to estimate when the target is going
out of the center of the field of view and which are the correct camera PTZ shifts
to keep it inside.

In [3] authors work on the estimation of the PTZ parameters tracking a
moving planar target. The dimensions of the object are known and the focus
of the paper is in recovering from errors in moving the camera due to incorrect
projection and to camera motors. This is done using an extended Kalman filter
and estimating the camera state and the object position in a recursive Bayesian
filter network.

An alternative method, proposed in [10], is based on adaptive background
modelling and the detection of moving objects. Once moving blobs are detected,
tracking is performed using color distribution by histogram intersection.

Authors of [13] proposed a virtual framework for PTZ tracking algorithm
testing. They collect a large number of views of a specific background and gen-
erate a panoramic image. The moving target (foreground) is then inserted in the
image and the PTZ camera can virtually move in it. In this case, possible camera
motions is limited (left, right, up, down, zoom in and out) and with fixed steps.

An experimental framework to evaluate different tracking algorithms is pre-
sented in [15], consisting mainly in a specific hardware setup and a known
ground-truth. Authors uses the following configuration: a PTZ camera is placed
in front of a screen where a projector displays the ground-truth video, so the
whole system is calibrated to allow the comparison of the tracking result (i.e. the
velocities of the motors and the part of the screen seen by the camera) and the
real position of the target on the screen. The paper provides the setting and cal-
ibration parameters estimated using a Cam-Shift based tracking approach and
a Particle Filter one.

A system that combine the use of a face detector and a tracker, based on a
single PTZ camera, is shown in [5]. Authors avoided the use of a static camera
dividing the work of the PTZ one in two modes: zoom-out mode, that shows
the whole scene, and the zoom-in mode, that points on a single face detection
using the known faces in the scene and the calculated trajectories. So the camera
passes from the wide angle mode to the zoomed mode on a single person using
a scheduling algorithm. The authors focused mainly on the face to face and face
to person association, on the camera mode handling and scheduling and on the
real-time implementation of the system.

3 360◦ Camera Model

There are two principal ways to show the output of a 360◦ camera in a single
video: the two-sphere version and the equirectangular projection. Examples of
the former and the latter are shown in Fig. 1. In this case we are considering a
2-sensor camera (a common configuration), but it is possible to use cameras with
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a higher number of sensors obtaining several overlapping spheres. The equirec-
tangular version, on the other hand, is always a single image so we decided to
use it for the tracking problem.

(a) two-sphere output (b) equirectangular projection

Fig. 1. An example of output of a 360◦ device: (a) the two-sphere view, (b) the equirec-
tangular projection.

3.1 Equirectangular Projection

Given a point P = [x, y, z] in world coordinates, the equirectangular projection is
defined by two angles: θ (polar angle), that is the angle defined by the projection
of the P vector on the x-z plane and x axis; φ (azimuth angle) that is the
one formed by the P vector and the x-z plane. Given P, the equirectangular
coordinates θ and φ can be obtained using the following formulas:

θ = acos(z/d)

φ = atan(y/d)

where d = sqrt(x2 + z2).
The equirectangular projection basically maps the θ and φ coordinates

obtained by a spherical projection, as shown in Fig. 2(a), in a coordinate plane
(the equirectangular projection) where θ varies from −π to π and φ from −π/2
to π/2.

3.2 Equirectangular to Virtual Camera Plane Projection

The equirectangular projection is used to have in a single image a complete
information of the scene. To simulate the PTZ camera it is necessary to retrieve
the virtual output of the camera given the PTZ values. The part of the real world
seen in the virtual camera plane according to the PTZ values, can be computed
from a rectangular grid of points. The grid is projected in the equirectangular
representation and the final camera plane image is computed interpolating the
color value of the projected points.

One example of this transformation is shown in Fig. 3, where the virtual
camera setting is: P=−120◦, T = 10◦ and Z = 90◦. The projection of the virtual
camera plane is the blue grid of Fig. 3(a), these values are then interpolated to
obtain the planar surface in Fig. 3(b).
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(a) World to spherical coordinates

(b) eqirectangular projection

Fig. 2. The world coordinates are transformed to spherical ones and then projected in
the equirectangular version

Fig. 3. The blue grid in (a) is the projection of the part of the scene seen by the virtual
camera, (b) is the planar reconstruction. (Color figure online)
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4 Tracking Model

The tracking model takes the equirectangular projection as input, but the actual
tracking is performed in the virtual camera plane. The idea is to use the equirec-
tangular image as a world representation and the virtual camera plane as if it
was the output of a traditional PTZ camera.

Supposing that the virtual camera parameters Pan and Tilt coincide with
the θ and φ of the equirectangular image and that Zoom coincides with the field
of view of the projection, our tracking method estimates, for each frame, how
to update the parameters to keep the target in the center of the virtual camera
plane.

Our method initially computes the differences between the virtual camera
plane with the initial values of PTZ set by hand or by any object detector and
the views obtained shifting the virtual camera parameters, one at once, by a
fixed value. These images, shown in Fig. 5 are assumed as representative of the
moving object relatively to the virtual camera. In this case we move the camera
to simulate the object motion, during tracking the object moves and the tracker
has to adjust PTZ parameters to keep the object in the center of camera plane.

Our method is based on the assumption that the variation in virtual camera
plane due to small object motion is approximately equivalent to the variation
due to small virtual camera parameters shifts.

Figure 4 contains the original target image and the images obtained with
virtual camera P parameter shifted by 0.5◦, 1◦ and 2◦ in both directions. Figure 5
contains the difference images. It is possible to notice that small shifts in the
virtual camera parameters leads to small values in the difference images (the
brighter the value in the figure, the higher is the value of the difference) and vice
versa. For this reason the difference associated to small values of parameter shift
(0.5) are useful to describe slower movements and the ones associated to higher

Fig. 4. The target and the virtual camera planes changing P value by 0.5, 1, 2, −0.5,
−1 and −2.
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values (2) are representative of faster movements. These difference images can
then be considered as a sort of motion templates.

Fig. 5. Difference images changing P value by 0.5, 1, 2, −0.5, −1 and −2.

Our method tries to estimate the motion of the object from a weighted sum
of basic motion templates. For each frame the motion is estimated selecting the
most similar difference image calculated in the off-line step of the algorithm
(Fig. 5), or selecting several difference images creating a mixture. If the target is
not moving, no difference image is selected.

An example of this is present in Fig. 6: the left image is the target object,
the central one is the new frame seen by the camera using the parameters at
previous time instant and the right image is the difference. Looking at the latter,
the position of the brighter parts (the horizontal and vertical segments in the
figure) indicates that the object is moving upwards and slightly to the left.

It is easy to notice that a similar image can be obtained as the mixture of
different difference images: a 0.5◦ in P and a 1◦T, representing the motion in
horizontal and vertical direction. The actual oblique motion is detected as the
weighted mixture of the horizontal and vertical motion. A similar idea has been
exploited in [9,11].

Fig. 6. Residual image obtained from the target and the current output of the camera
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4.1 Tracking Algorithm

The proposed method implements this motion decomposition stating the prob-
lem as a least-square minimization one. We define:

– [Pi, Ti, Zi] as the camera parameters at time ti;
– I(P, T, Z, t) as the virtual camera plane with P,T,Z parameters and at time

t;
– s = [ΔP,ΔT,ΔZ] as the parameter shifts needed to keep the target in the

center of the virtual camera plane;
– w = [wP , wT , wZ ] as the vector containing the difference steps (both positive

and negative) used for P, T and Z parameter in computing the difference
images;

– A as the matrix containing the difference images, represented as column vec-
tors, repeated for different steps in the positive and negative direction.

The tracking algorithm can then be stated as follows:

1. Set ti = t0 (the first frame). Set the initial Pan, Tilt, Zoom parameters
(P0, T0, Z0) on the target obtaining I0 = I(P0, T0, Z0, t0) for the first frame;

2. Calculate A using the differences in w;
3. Calculate I = I(Pi, Ti, Zi, ti+1);
4. calculate R = I − I0;
5. solve x = (ATA)−1ATR;
6. s = −xwT ;
7. Set [Pi+1, Ti+1, Zi+1] = [Pi, T i, Zi] + s, ti = ti+1 and go to step 3.

5 Results

As discussed in Sect. 2, it is difficult to test the performances of 360◦ and PTZ
tracking for different reasons: the lack of a common accepted benchmark for
the former, the use of “real” scenes and actual camera movement for the latter.
In particular for PTZ methods, the only way to compare different algorithms
is testing them in real scenes and visually looking at the result, having a not
repeatable experiment.

To test our method, we initially created a dataset of 59 360◦ videos using
two cameras: a Ricoh Theta S (2 sensors with effective 12 MPixels [1], 26 videos)
and a Samsung Gear 360◦ (2 sensors with effective 15 MPixels [2], 33 videos).
The content of video is composed by outdoor (10) and indoor (49) scenes and
the targets are in uniform or cluttered background.

The method shows good performance for well-shaped targets (i.e. object with
corners) also in cluttered scenes, but the performances are worse when the target
speed is too high (i.e. sudden changes of position).

We tested the method with our dataset using six difference images per para-
meter (three steps in positive and negative direction), so matrix A contains 6× 3
difference images. A higher number of steps could lead to a more precise tracking,
but with a higher computational complexity and the risk of numerical instability
in matrix inversion.
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Fig. 7. An example of two simulated PTZ cameras using a single equirectangular video

6 Conclusions

The large diffusion of the 360◦ technology will probably lead to a significant use
of 360◦ videos in next years. This type of cameras could reduce the number of
devices needed to cover a large area.

In this paper we showed how to simulate one or several PTZ cameras using
a single 360◦ video and a tracking method based on this idea. The first task is
important because 360◦ videos are very useful to compress in a single (equirec-
tangular) video the informations of the whole 360◦ scene without significant loss
of information. In fact the strong distortion, and consequent loss of information
deriving from projection, is mainly in those part (top, bottom) that contains less
important information (roof, sky, ground).

Moreover, simulating a PTZ or still cameras from a 360◦ video allows the use
of well-known methods for tracking and video analytics for conventional video.

The contribution of the paper is two-fold: the realization of a simulated PTZ
camera from a 360◦ video whit the explication of the geometric transformations
needed to implement it and a simple object tracking method for 360◦ videos.
The first one can be used as a starting point to apply known methods of the
state of the art of PTZ or still cameras on 360◦ videos, the second one can be
used to implement a low-complexity tracking method that can run in real time
and on low power devices.

The entire proposed framework, in addition, uses a single equirectangular
video as input and allows to have a dedicated virtual PTZ camera for each target
to track. An example is shown in Fig. 7: on the left there is the equirectangular
video, on the right the two simulated PTZ cameras tracking the book and the
face simultaneously.

As future work, it is possible to fuse sophisticated tracking methods (i.e.
using more informations of motion, keypoint features, recognition and so on) on
the virtual camera plane.
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