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Abstract. Coarse features, such as scene composition and subject
together with fine details, such as strokes and line styles, are useful clues
for painter and style categorization. In this work, to automatically pre-
dict painting’s artist and style, we propose a novel deep multibranch
neural network, where the different branches process the input image
at different scales to jointly model the fine and coarse features of the
painting. Experiments for both artist and style classification tasks are
performed on the challenging Painting-91 dataset, that includes 91 dif-
ferent painters and 13 diverse painting styles. Our method outperforms
the best method in the state of the art by 14.0% and 9.6% on artist and
style classification respectively.

Keywords: Painting categorization · Painting style classification ·
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1 Introduction

Research on digital analysis of paintings is gaining increasing attention due to
the large quantities of visual artistic data [4,10,12], made available from art
museums digitizing their collection for cultural heritage, and the need of auto-
matic tools to organize and manage them. In this work, we approach the problem
of categorizing a painting by automatically predicting its artist and style given
solely the digital version of the painting itself [1]. Both these tasks are very chal-
lenging due to the large amount both inter- and intra-class variations, e.g. the
different personal styles in the same art movement, or the same artist adhering to
different schools in different periods in his/her production. Artist classification
consists in automatically associate the painting to its painter. In this task factors
such as stroke patterns, the color palette used, the scene composition, and the
subject must be taken into account. Style classification consists in automatically
categorize a painting into the school or art movement it belongs to. Art theorists
define an artistic style as the combination of iconographic, technical and com-
positional features that give to a work its character [20]. Style categorization is
complicated by the fact that styles may not remain pure but could be influenced
by others.
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1.1 Contribution

We propose a multiresolution approach to solve the tasks of artist and style
categorization. A particular random-crop strategy permits to gather clues from
low-level texture details and, at the same time, exploit the coarse layout of
the painting. The classification process is carried on by a specifically-taylored
multibranch neural network.

Experiments are performed on the challenging painting-91 dataset [10]. On
both artist and style classification tasks our approach improves the mean clas-
sification accuracy by 14.3% and 10.2% respectively, compared to the previous
state-of-the-art models.

1.2 Prior Works

The problem of painter or style categorization has been faced using different
tecniques. Some existing approaches make use of traditional handcrafted features
[4,10] whereas more recent works relay on the use of deep networks [1,14,15,18,
19]. Zhao et al. [21] used a pretrained neural network in a two-step bootstrap
approach to categorize ancient illustration from the British Library. Peng and
Chen [15] use a multiresolution approach to exploit both small details and the
overall image structure. A more sophisticated technique is used by [1] where
the use of a deformable part model is adopted in order to combine low-level
details and an holistic representation of the whole painting. Deep CNNs have
been widely used as features extractors to solve different tasks [3,16], Peng and
Chen [15] and Anwer et al. [1] relay on pretrained deep CNNs to deal with
the small quantity of images of the Painting-91 dataset. Tan et al. [18] made
different experiments by training a network from scratch or finetuning an existing
network for the task of style and painter recognition. They adopted a network
structure similar to the one used by Krizhevsky et al. [11]. Hentschel et al. [8]
performed interesting experiments about the quantity of data needed to fine-tune
the network by Krizhevsky et al. [11] for the task of style classification.

2 Our Approach

The scene composition and the subject depicted are important clues to recognize
a particular author or a painting style. These elements need to be extracted
from the whole painting. At the same time finer details, such as stroke patterns
or the line styles, are also very good clues. Obviously a powerful discriminative
model should consider both the coarse level and fine details. On the basis of these
considerations we decided to adopt a multiresolution approach: first, a predefined
number of squared “small” crops are extracted from the high-resolution image.
Then, the image is downsampled and another “large” crop is extracted from the
low-resolution image (see Sect. 2.1). All the crops are then fed to the branches
of a deep neural network that extracts the corresponding features. The outputs
of the branches are collected by a join layer and fed to a deep neural network
that carries on the categorization process.
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2.1 Input Preprocessing

The first preprocessing step consists in normalizing the input image by subtract-
ing the mean and dividing by the standard deviation of the pixel distribution
of whole training set. This contrast normalization preprocessing is known to
improve CNNs accuracy in different domains [2] by limiting the variability of
the input range. The second step consists in a particular cropping strategy.
Crops are taken at multiple resolutions to capture both fine details and coarse
structures. Since paintings exhibit high variability in terms of aspect-ratios, the
input image is resized such as the minimum side is 512 pixels and the aspect
ratio is preserved. From the resulting image we extract two squared random
crops of 227 pixels side. Then the image is further downsampled, using an aver-
age pooling layer, such as the minimum side is 256 pixels and another squared
crop of 227 by 227 pixels is extracted. All the crops are squared, independently
from the original aspect ratio of the input image. This is done to improve the
computational efficiency allocating GPU memory blocks only once. Images and
crops sizes has been choosen as a tradeoff to exploit fine details and to limit the
computational burden accordingly to the size and quality of the original images.
The coordinates of the crops inside the input image are randomly chosen with
the only constraint that crops coming from the same scale do not overlap. The
rational behind this choice is that the salient details can be anywhere inside the
painting, and the extraction of crops at random locations permits the imple-
mentation of a consensus strategy by simply processing the same input image
several times. The consensus strategy consists in averaging the output of the
last fully-connected layer for the multiple passes of the same image trough the
network, resulting in a feature vector that is then fed to the softmax layer to get
the final prediction.

2.2 Deep Network Structure

We propose a novel network whose structure is shown in Fig. 1. It is composed
of five modules: three branches to extract the low level structures of the painting
crops, a join module to gather the output of the three branches and a classifica-
tion module to make the prediction. Each branch is trained with crops from a
specific scale, thus becoming specialized in processing texture patterns at that
specific resolution. We decided to use only two scales since, in our preliminary
experiments, the use of higher scales brought a slight improvement compared to
the exponential increase of computational burden.

In the three branches and in the classification model our deep network makes
use of Residual Blocks which have been shown to be an effective architectural
choice to build very deep networks [7] and tackle the problem of vanishing gradi-
ents by using shortcut connections. In particular, we used “bottleneck” Residual
Blocks, which allow the network architecture to be even deeper [7]. Each skip
connection has four times the number of channels with respect to the internal
elements of the block. This permits a large troughput of information among
layers while mantaining a low computational complexity and low memory use
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Fig. 1. Scheme of our deep multibranch neural network

insde each block. Our Residual Block structure is different from the one used
by He et al. [7]: we moved the Batch Normalization layer [9] after the sum with
the skip connection because, in our experiments, the resulting configuration has
shown better performances.

The Residual Block we used is shown in Fig. 2. In our network (see Fig. 1)
each of the three branches is composed by three Residual Blocks plus four layers
near the input which perform the first processing (Convolution + BatchNorm
[9] + ReLU [13]) and an initial downsampling (Max Pooling). The join module
is a particular Residual Block which gathers the output of the three branches.
It stacks the output features and then converts them to a smaller-dimensional
feature space by compressing information along the channel dimension. The
reason behind this operation is to make the computations feasible in the following
layers by reducing the channel dimension of the output by a factor of three.
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Fig. 2. The type of residual block used in our deep neural network
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The classification module is composed by 13 Residual Blocks plus a Spatial
Average Pooling layer, a Fully-connected layer and a Softmax layer that outputs
the classes probabilities. While the Residual Blocks in the three branches do
not include any downsampling operator, the classification module uses convolu-
tion operators with stride two to perform a spatial downsampling of the input.
Every five blocks the input is spatially reduced by a factor of two. At the same
time the number of channels is increased by the same amount. This leads to a
gradual increasing of the receptive-fields of the network in the deeper layers and
also favors more abstract representations of the input. In the final part of the
classification module a fully-connected layer maps the output to 13 or 91 classes
depending on the task, respectively artist or style categorization.

3 Experiments

3.1 Dataset

We evaluate our recognition pipeline on the challenging Painting91 dataset [10]
for both artist and style classification tasks. The dataset consists of 4266 paint-
ings of 91 painters. As train and test split we used those provided by the authors
which are in both cases nearly 50%. For the task of artist recognition, the whole
dataset is used whereas for the task of style recognition only 2338 groundtruth
are provided.

3.2 Training

Our training procedure was carried on in two phases. We first pretrained our
deep network on the Kaggle dataset Painterbynumbers.1 This dataset is intended
for a similar task, i.e. painter verification, but it is much bigger. It contains more
than 1500 authors and a training set of 79433 images. Then we finetuned it two
times (one for each of the two tasks) on the Painting91 dataset, substituting the
last fully connected layer with a new one that matched the number of classes
needed for each task.

To cope with the small amount of training data we exploited some data
augmentation techniques:

– Color Jitter. It consists in randomly modifying constrast, brightness and sat-
uration of the input image indipendently.

– Lighting noise. It is a pixelwise transform based on the eigenvalues of the
RGB pixel distribution of the dataset. It has been introduced by Krizhevsky
et al. [11].

– Gaussian Blur. It consists in applying a blur filter with fixed σ to random
images choosen with probability 0.5.

1 https://www.kaggle.com/. We took part to the Painterbynumbers competition and
ended among the top positions. Our method, that is disclosed here, achieves an
accuracy of 53.8% on validation set for the task of artist classification.

https://www.kaggle.com/


Deep Multibranch Neural Network for Painting Categorization 419

– Geometric transforms. It includes small changes in scale and aspect-ratio of
the input image.

As explained in the Subsect. 2.1 our network exploits random crops. Therefore
if the same input is processed several times by the same network, the final
prediction vectors can be averaged before being fed to the last softmax layer. In
Table 1 we report the performance in terms of accuracy at different number of
passes. Results are averaged over ten independent runs. The biggest improvement
is obtained by exploiting two passes with respect to the single one. The best
performance are obtained using four passes.

Table 1. Accuracy vs number of passes trough the network. Each value represents the
average of 10 runs.

Passes 1 2 4 8

Artist 77.5 78.1 78.5 78.3

Style 83.6 84.1 84.4 84.3

3.3 Results

In Table 2 we report the performances of our method with respect to the state-
of-the-art on the Paintings-91 dataset. Concerning our method, we report the
average accuracy over ten independent runs together with the minimum and
maximum values. Considering our average performance, our method outperforms
the best method in literature by 14.0% and 9.6% on the task of artist and style
categorization respectively.

Table 2. Comparison with the state of the art. Average classification rates on the
Paintings-91 dataset for the tasks of Artist and Style recognition. Our values are
obtained as the maximum of 10 runs.

Method Artist Style

VGG-16 FC [17] 51.7 67.2

MF [10] 53.1 62.2

CL-CNN [14] 56.4 69.2

MS-MCNN [15] 58.1 71.0

MOP [6] 59.7 68.8

Holistic [5] 61.8 70.1

Holistic + Part Based [1] 64.5 74.8

Ours (worst performance among 10 runs) 77.9 83.8

Ours (average performance among 10 runs) 78.5 84.4

Ours (best performance among 10 runs) 78.8 85.0
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Fig. 3. Confusion matrix for the task of style recognition. The highest error rates are
between Neo-Classical paintings, Baroque and Renaissance.

Figure 3 shows the confusion matrix for the style recognition task. The high-
est classification errors are between the Neo-Classical, Baroque and Renaissance
classes. This seems to agree with styles’ contaminations and influences as studied
by art historians. For example Caravaggio paintings are classified as Baroque in
Paintings-91 groundtruth. Actually he lived at the end of the Renaissance era,
having a great influence on future Baroque painters.

Figure 4 shows the confusion matrix for the task of artist recognition. The
highest error rates are between Memling and Van Eyck (27%), and Zurbaran
and Vermeer (30%). Memling and Van Eyck are contemporaneous and both
belonging to the Dutch and Flemish Renaissance, while Zurbaran and Vermeer
are coeval painters, both belonging to the Baroque movement. To be able to
actually discriminate between the last two painters, the network should be aware
that Vermeer paintings are usually about indoor every-day life scenes whereas
Zurbaran mostly painted religious subjects.

Figure 5 shows in the top row the highest scored errors. To better denote
the complexity of the task, we also reported the highest scored and correctly
classified example for the corresponding painter. Most confusions are between
coeval painters. Even for an untrained human it could be difficult to predict the
correct artist for a new unseen painting.
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Fig. 4. Confusion matrix for the task of artist recognition. The highest error rates are
between Zurbaran and Vermeer, Memling and Van Eyck. These painters are coeval and
belongs to the same artistic movement.

Predicted: Hopper
Real: Hockney

Predicted: Dalì
Real: Ernst

Predicted: Manet
Real: Zurbaran

Predicted: Rembrandt
Real: Rubens

Predicted: Hopper
Real: Hopper

Predicted: Dalì
Real: Dalì

Pred: Zurbaran
Real: Zurbaran

Predicted: Rembrandt
Real: Rembrandt

Predicted: Mirò
Real: Klee

Predicted: Mirò
Real: Mirò

Predicted: Delacroix
Real: Goya

Predicted: Goya
Real: Goya

Predicted: Lissitzky
Real: Kandinsky

Predicted: Lissitzky
Real: Lissitzky

Predicted: Bruegel
Real: Bosh

Predicted: Bruegel
Real: Bruegel

Fig. 5. Top row: highest scored errors for the task of painters classification. Bottom
row: for each of the predicted painters, we report the correctly classified example with
the highest score.
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4 Conclusions

We proposed a novel approach to accomplish the task of painter and style recog-
nition on the challenging Painting91 dataset. Our particular crop strategy per-
mits to exploit multiple cues at different scales. Both fine details and coarse
structures are considered during the classification process. The crops are fed
to a multibranch deep neural network which merge the information at multiple
scales and different spatial locations and performs the final prediction. Since the
classification process is not fully deterministic we reported the results as aver-
age performance and best performance among ten runs. Our approach clearly
outperforms state-of-the-art methods on Paintings-91 dataset by a large margin.
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