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Abstract. Integrating ontological knowledge is a promising research
direction to improve automatic image description. In particular, when
probabilistic ontologies are available, the corresponding probabilities
could be combined with the probabilities produced by a multi-class clas-
sifier applied to different parts in an image. This combination not only
provides the relations existing between the different segments, but can
also improve the classification accuracy. In fact, the context often gives
cues suggesting the correct class of the segment. This paper discusses a
possible implementation of this integration, and the first experimental
results shows its effectiveness when the classifier accuracy is relatively
low. For the assessment of the performance we constructed a simulated
classifier which allows the a priori decision of its performance with a
sufficient precision.

1 Introduction

This paper tackles the problem of recognising the content of a digital image, and
being able to produce a schematic textual description. Because of the large num-
ber of images available on-line, this is a very hot research topic at the moment,
as shown by the references in Sect. 2, and well performing systems using deep
learning producing description in natural language have been proposed. In this
work we start considering a new way to exploit context information to improve
performance of classification based approaches.

When the aim is to design and implement a framework for the recognition of
some of the components of a natural image, simply applying classification is not
a solution as natural images classifiers only based on information extracted from
the images, can be, in the most general case, error prone. The framework pre-
sented in this work aims at integrating the output of standard classifiers on differ-
ent image parts with some domain knowledge, encoded in a probabilistic ontology.
In fact, while standard ontologies are quite widespread as a means to manage a-
priori information, they fail in the important task of dealing with real world uncer-
tainty. Probabilistic ontologies aim at filling this gap by associating probabilities
to the coded information, and provide then an adequate solution to the issue of
coding the context information necessary to correctly understand the content of
an image. Such information is then combined with the classifier output in order
to correct possible classification errors on the basis of surrounding objects.
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In conclusion, our aim is to improve the performance of a natural images clas-
sifier introducing in the loop knowledge coming from the real world, expressed
in terms of probability of a set of spatial relations between the objects in the
images. Not only the probabilistic ontology can be made available for the con-
sidered domain: it could also be built or enriched by using entities and relations
extracted from a document related to the image. For example, the picture could
have been extracted from a technical report or a book, where the text gives
information which are related to the considered images. We wish to stress the
fact that we are not thinking of a text directly commenting or describing the
image, but of a text which is completed and illustrated by the image. In this
case, both the classes of objects which can appear in the image and the rela-
tions connecting them could be mentioned in the text and could therefore be
automatically extracted [2]. A probability can then be associated to them on the
basis of the reliability of the extraction or the frequency of the item in the text.

The system we are considering, the logical scheme of which is depicted in
Fig. 1, and better detailed in Sect. 3, aims at determining a set of keywords
describing the content of an image and the relations existing among them. The
idea is to design a system that, starting from an image, will first hypothesize the
presence of some objects in the scene through a battery of image based classifiers.
Considering for example the image of a building close to a water poll with some
boats, it is likely that a classifier might label the reflection of the building on the
water beneath the boats as a building, that is a wrong classification. We advocate
that such a mis-classification can be corrected introducing the spatial relation
between the boat-segment and reflected building, and the external knowledge
that an image segment beneath a boat and surrounded by water is more likely
to be water than a building. This world knowledge, that we plan to formalise in
a probabilistic ontology [9], together with the output of the classifier, will be fed
to a probabilistic model [4], in order to improve the performance of the single
classifiers.

The classes associated to each segment combined by the spatial relations
which can be directly extracted from an analysis of the image are eventually
organized in a schematic description of its content. Relations could be further
specialized by better specifing the reciprocal position of the segments. For exam-
ple, the fact that a segment is in the middle, or in the upper right part of the
picture, and so on.

The framework presents two main aspects of novelty. First, the use of a proba-
bilistic ontology for a computer vision problem has, at the best of our knowledge,
never been proposed before. A second element of novelty is the integration of a
probabilistic model with a probabilistic ontology. A preliminary description of
the general idea of the approach has been sketched in [1] in a very concise way.
Here, we discuss all details and a first preliminary experimental assessment.

In the following section, we discuss related work. Section 3 is devoted to the
description of the different modules of the system, with a few details about the
probabilistic ontology (Sect. 3.1), and to the model adopted to combine classifi-
cation and ontology probabilities (Sect. 3.2). Experimental assessment is consid-
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ered in Sect. 4. Some conclusions and proposals for extensions of the presented
work conclude the paper.

2 Related Work

Human beings express their knowledge and communicate using natural language,
and in fact they find usually easy to describe the content of images with simple
and concise sentences. Because of this human skill it is not difficult for a human
user, when using an image search engine, to formulate a query by means of
natural language.

Due to the large amount of images available on the web, for answering to
textual image queries, it will be very helpful being able to automatically describe
the content of an image. However such a task is not easy at all for a machine,
as it requires a visual understanding of the scene, that is almost each object in
the image must be recognised, how the objects relate to each other in the scene,
and in what they are involved must be understood [27]. This task is tackled in
two different ways. The most classical one [10,12,13,17] tries to solve the single
sub-problems separately and combines the solutions to obtain a description of
an image. A different approach [6,15,27] proposes a framework that incorporates
all the sub-problems in a single joint model. A method trying to merge the two
main approaches has been proposed recently in [30] using a semantic attention
model. The problem is, however, very far from being solved.

In the context of textual image queries, it can be enough to extract from the
images a less complex description (image annotation [28]), such as a list of enti-
ties represented in the image, and information about their position and mutual
spatial relation in the image. The work proposed in this document addresses this
task, that is also, as mentioned above, a necessary sub-task of the more general
problem of generating a description in natural language.

The use of ontologies in the context of image recognition is not new [25].
For instance, in [20] it is proposed a framework for an ontology based image
retrieval for natural images, where a domain ontology was developed to model
qualitative semantic image descriptions. An ontology of spatial relations, in order
to guide image interpretation and the recognition of the structures it contains
was proposed in [14]. In [18], low-level features describing the color, position,
size and shape of segmented regions are extracted and automatically mapped
to descriptors forming a simple vocabulary termed object ontology. At the best
of our knowledge, a probabilistic ontology has never been used for the task of
image recognition and annotation.

Contextual information have been used in image recognition for long time
[19,26], and it has been already shown [3] that the use of spatial relations can
decrease the response time and error rate, and that the presence of objects that
have a unique interpretation improves the identification of ambiguous objects in
the scene. Just to mention a few application domains, contextual information
has been used for face recognition [24], medical image analysis [5], analysis of
group activity [7].
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In the same way the use of probabilistic models is not new in computer vision,
in particular a probabilistic model combining the statistics of local appearance
and position of objects was proposed already in [22] for the task of face recogni-
tion, and in [21] in an image retrieval task, showing that adding a probabilistic
model in the loop would improve the recognition rate. In [32] it is proposed a
probabilistic semantic model in which the visual features and the textual words
are connected via a hidden layer. More recently in the context of 3D object
recognition, a system that builds a probabilistic model for each object based on
the distribution of its views was proposed in [29]. In [31] a weakly supervised
segmentation model learning the semantic associations between sets of spatially
neighbouring pixels, that is the probability of these sets to share the same seman-
tic label. Finally [11], in the context of action recognition, presents a generative
model that allows for characterising joint distributions of regions of interest,
local image features, and human actions.

3 System Architecture

The proposed framework, depicted in Fig. 1, is a chain of several logical modules,
each corresponding to an element of a computational pipeline. The first step is
a classifier, or a set of classifiers, detecting a predefined set of interesting objects
in the image, identifying then a set of segments of interest in the image.

The hypotheses formulated for each segment in the image by a statistical
classifier are then fed to a probabilistic model, that has been trained off-line. The
task of this module is to validate, or correct, the hypothesis formulated in the
previous step, integrating the output of the classifier with the world knowledge
given by a probabilistic ontology, and expressed in terms of probability of a
spatial relationship between instances of two classes of image objects. The class
associated to each segment, together with the relations existing between segment
pairs, constitute the image description output by the system.

3.1 Probabilistic Ontology

This section discusses the construction of a fragment of Probabilistic Ontology
(PO) providing the information needed by our system. We need such fragment
for the experimental assessment.

Fig. 1. Scheme of the proposed framework.

Table 1. Data set statistics.

Class # of items

Sink 371

Chair 3,604

Table 558

Computer/monitor 256+417=673

Bed 407

Flower 1,822

Total 7,435
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The main drawback of ontologies when facing real world problems is related
to their inability to cope with uncertain information. Due to this, in the last
years much work has been devoted to the design of effective tools to attach
probabilities to the information contained in ontologies, among whose the most
important is probably PrOWL [8]. From the so obtained POs, it is therefore
possible to obtain a priori knowledge for applications effective also in complex
contexts.

As a consequence, the research area concerning POs is very active and we
expect that a number of POs in different domains will be available soon. How-
ever, we need a PO in the domain of the image data set we will adopt to assess the
system performance, before we can start experimentation. We therefore design
and implement an ontology to use in the experiments. In particular, the schema
of the ontology will contain the classes to associate to the segments and the
spatial relations among them considered in our analysis. On the other hand,
probabilities are estimated from the training set after segments are automati-
cally classified and spatial relations are constructed between segment pairs. In
particular, we estimate the probability that two classes are in a given relation
by the frequency of such event in the data set. No smoothing have been applied.
More precisely denoting with D a set of segments used to compute the prob-
abilities, with R = {r1, . . . , ri} the set of types of relation, with C the set of
segments classes, we compute the probability that c1 ∈ C is in relation r ∈ R
with c2 ∈ C as:

Pr(r, c1, c2) =
Dr(c1, c2)∑

cx∈C,cy∈C

Dr(cx, cy)
(1)

where Dr(cx, cy) is the number of times that pairs of segments in D of classes
respectively c1 and c2 satisfy the relation r. In general, as the relations are not
necessarily symmetric, we have Pr(r, c1, c2) �= Pr(r, c2, c1).

Since there are no tools for directly constructing a PO, we use Protégé 1 for
the construction of the schema of the ontology, while we use Pronto [16] as a
reasoner for POs, as it adopts the standard OWL 1.1. The import of the schema
developed by Protégé into Pronto is performed by editing the corresponding
XML files and adding the probabilities. An example is given in Fig. 2, where the
element tagged pronto:certainty is added to the axiom prepared by Protégé.

Fig. 2. Piece of the XML of the PO corresponding to an axiom with an associated
probability.

1 Freely available from http://protege.stanford.edu/.

http://protege.stanford.edu/
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Although Pronto accepts probability ranges, as we use simple values, the two
extremes of the interval coincides (0.070990; 0.070990 in the example).

3.2 Combination Models

This section investigates which model to use to integrate the classifiers and the
ontological knowledge.

In the task we are considering the role of POs requires providing probabilities
describing the domain of interest, to be integrated with the ones associated by
the classifier to each class for each input segment. The main goal of our system
is the classification of the segments in the input image. We aim to exploit the
relations between pairs of segments to improve this classification. More formally,
every image contains a set of segments S and there are a number of possible
relations R connecting segment pairs.

For each segment in the image, the classifier associates a probability distrib-
ution to the set of all possible classes C. When we consider only the classification
step, we classify the segment with the most probable class: this represents our
baseline, as it only considers the classifier output, without any information com-
ing from the PO. However, we can see the output of the classifier for each segment
s in the image as a random variable c(s) with values in C. In the following we
discuss how such random variable is integrated with the ontological probabilities.

In fact, the ontology produces, for every pair of classes c1, c2 ∈ C and every
possible relation r ∈ R, the probability Pr(r, c1, c2) that in the real world two
segments of classes c1 and c2 respectively are in relation r: its expression is given
in Eq. 1. By integrating this information with the probabilities computed by the
classifier, the classification performance could improve. Moreover, the solution
output by this integration is likely to be consistent with the ontological knowl-
edge, which can be an important feature in systems where the post-processing
requires a set of properties on the considered candidates. In fact, whenever a
relation can not hold between two classes, the corresponding ontological proba-
bility is null, and this also lowers the probability of the corresponding couple of
classes.

We associate the following log-linear probability to the two classes associ-
ated to each context x = (s1, s2, r : r(s1, s2)) built around the relation type r
connecting segments s1 and s2:

Pr(c1, c2|x) =
evc1fC(s1,c1)+vc2fC(s2,c2)+vr,c1,c2fPO(r(s1,s2),c1,c2)

Zx,c1,c2

(2)

where fC(s, c) = Pr(c(s) = c) and fPO(r, c1, c2) = Pr(r(c1, c2)), while Zx,c1,c2

is a normalisation factor depending on x and on the classes assigned to the two
segments. Note that the features fC(·) are produced by the classifier, while fPO(·)
depends on the probabilistic ontology. In conclusion, we consider two families of
parameters: class parameters vc for each class c and relation parameters vr,c1,c2
for each type of relation r and pair of classes (c1, c2). All in all, there are |C|
class parameters and |R||C|2 relation parameters.
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The parameters are estimated during the training, which maximises the like-
lihood of the training set. For this optimisation, we use the Toolkit for Advanced
Optimisation (TAO) library, which implements a variety of optimisation algo-
rithms for several classes of problems (unconstrained, bound-constrained, and
PDE-constrained minimisation, nonlinear least-squares, and complementarity).
In our work we focus on unconstrained minimisation methods which are used
to minimise a function of many variables without any constraints on the vari-
ables. The method that we have used is Limited Memory Variable Metric, it
is a quasi-Newton optimisation solver and it solves the Newton step using an
approximation factor which is composed using the BFGS update formula.

Once we have estimated all the parameters V = {vc, vr,ci,cj} with c, ci, cj ∈ C
and r ∈ R, we aim to assign the correct class to each segment in the input image.
To do so, we consider two different models: in the former, to which we refer as
M1, we assign to the classes in a given context a score which is equal to the
Pr(c1, c2|x) as given by Eq. 2, while in the latter, M2, the score is given by its
logarithm. In fact, when adopting, as in our case, a log-linear expression, only
considering exponents is much more efficient than directly summing probabil-
ities. We therefore obtain the following expressions for the scores sc1 and sc2
respectively corresponding to M1 and M2.

sc1(c1, c2|x) = Pr(c1, c2|x) =
evc1fC(s1,c1)+vc2fC(s2,c2)+vr,c1,c2fPO(r(s1,s2),c1,c2)

Zx,c1,c2

sc2(c1, c2|x) = log Pr(c1, c2|x) = vc1fC(s1, c1) + vc2fC(s2, c2)
+ vr,c1,c2fPO(r(s1, s2), c1, c2) − logZx,c1,c2 (3)

For each context x, we then compute the score that a given class c is associated
to one segment, by summing the scores that every class is associated to each
segment and that the relation assumes any of all possible relation types. We
then associate to the first segment the class which maximises such a score in all
segment pairs including it:

SC(c|s) = max
s2:∃r,r(s1,s2)

∑

c2∈C

∑

r∈R

sc(c, c2|(s1, s2, r : r(s1, s2)). (4)

In this expression, sc stays for sc1 or sc2 depending on the adopted model. Note
that since all relation types we consider are symmetrical, for every context x =
(s1, s2, r : r(s1, s2)) also the symmetrical one x′ = (s2, s1, r(s2, s1)) is defined,
and therefore we can express the score as considering only the first of the two
cases. However, when asymmetrical relations are also considered, the expressions
can be easily generalised.

Finally, we assign to each segment the class which maximises the score of the
class given the segment:

c∗(s) = arg max
c∈C

SC(c|s) (5)

To complete the textual description, the relations existing between segment pairs
and used for determining the contexts defined above are added.
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4 Experimental Assessment

This section describes and discusses the quantitative assessment of the perfor-
mance of the proposed approach.

For this first experimental assessment of the combination model proposed we
chose a data-set where interesting objects have been manually segmented and
labelled, so to have a reliable ground-truth for estimating the performance of
our model. The data set chosen is the MIT-Indoor including 1, 700 manually
segmented images These pictures are taken in indoor surroundings, including
kitchens, bedrooms, libraries, gymns and so on. Whenever an actual system
based on the proposed approach is implemented, the best available solution for
the segmentation will be included. We randomly divided the data in three parts:
two of them, containing each the 30% of the data, are used to train the PO and
the combination model respectively, while the remaining 40% of the data are
used to assess the system performance. Note that in our view it is important
that the data used to train the PO and the combination models are different, as
in actual domains they usually have different origins.

The system performance is evaluated in terms of classification accuracy, i.e.
the rate of segments which have been correctly classified. In particular, we con-
sidered six classes obtained by clustering the data set ones and then taking the
six with a larger number of items: the adopted classes and the number of times
they occur in the data set are reported in Table 1. Furthermore, we considered
three relation types corresponding to the relative position of two segments in
an image: near, very near and intersecting. Clearly, all three the relations are
symmetrical.

The role of the classifier in our system is to produce a probability distribution
on the set of classes for every input segment. The literature on object recognition
is very rich [23]. The risk in choosing one approach or the other is that the final
results would depend on this choice and its influence can not be distinguished by
the one of the combination model. We therefore decided to substitute the actual
classification with a random simulation able to produce any given performance.
In this way, it is possible to describe the dependence of the system performance
on the classification accuracy. All in all, we therefore need a method to simulate
the behaviour of a multi-class classifier with an assigned accuracy a.

For this goal, we use the strategy described by the pseudo-code in Fig. 3.
Given a segment, we randomly choose a score in [0, 1] by the function U(0, 1)
for each class in the class set C. We then assign, with a probability given by
the desired accuracy a, the maximum score to the gold class, while the other
scores are randomly assigned to the remaining classes. The scores are finally
normalised to obtain a probability distribution. As the classifier assigns to each
segment the maximum probability class, we have that this corresponds to the
right choice in the a percentage of cases, resulting in the desired accuracy. The
use of a simulated classifier is not novel (see, for instance, [33]).

As we aim to assess the improvement we can obtain by introducing the onto-
logical knowledge, we compare the system performance with a baseline consisting
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maxClassProb←0.0;
BestClass← ∅;
for CurrentClass ∈ ClassSet do

NewClassProb ∼ U(0, 1);
ClassProb[CurrentClass]← newClassProb;
if ClassProb[CurrentClass]>MaxClassProb then

MaxClassProbValue← ClassProb[CurrentClass];
BestClass ← CurrentClass;

else
if TossingACoin == Head then

RandomClass ← CurrentClass;
end if

end if
end for
Accuracy ∼ U(0, 1);
Gold ← GoldClass(Segment);
if Accuracy< DesiredAccuracy then

Swap(ClassProb[BestClass],ClassProb[Gold]);
else

swap(ClassProb[RandomClass],ClassProb[Gold]);
end if
normalize(ClassProb);

Fig. 3. Pseudo-code of the simulated
classifier.

Fig. 4. Performance of the two systems
compared with the baseline. Error bars
give the 95% confidence intervals.

in the (simulated) classifier alone. The two approaches discussed in Sect. 3.2 are
applied to combine the PO into the system: M1 and M2.

4.1 Results and Discussion

The system accuracy of the approaches proposed in this paper are depicted in
Fig. 4 and compared with the accuracy of the statistical classifier applied alone.

For the sake of completeness, we considered a very wide range of accuracies
for the simulated classifier: from 20% up to 80%, even if in actual conditions, the
values of classifiers accuracy is more likely under 50−60%. However, in any case,
we see that the M2 outperforms the M1, whose performance even deteriorates
when the classifier accuracy improves. A possible explication for this behaviour
could be that too much confidence is given to the a priori PO score with respect
to the actual input data evidence.

On the other hand, the M2 improves on the simple classifier when the latter
performance are inferior than about 55%, that is in realistic experimental condi-
tions. We can observe how performance of this model are much better than the
classifier alone when the latter performance are worse than 30%, and this can be
the case when the task is not too easy. Even for classifiers obtaining an accuracy
between 30% and 55%, the adoption of an approach integrating PO knowledge
is advantageous.

Last, but not least, we observe that even when M2 performs worse than the
classifier alone, its accuracy improves with the classifier accuracy, so that the
two curves are approximately parallel. This could suggest that a better ontol-
ogy design, resulting in a better PO, could help the system to overcome the
performance obtained by the classifier alone.
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5 Conclusions and Future Work

In this paper, we proposed and experimentally evaluated two different proba-
bilistic models to integrate the probabilities derived from a probabilistic ontology
with the ones produced by a statistical classifier. One of the two proved to per-
form in an acceptable way and could be used in an actual system.

For the sake of obtaining a clear view of the integration module performance,
we tried to minimise the effect of the other modules. Therefore, we started from
images which had been manually segmented and simulated a classifier in such a
way that its accuracy could be controlled. As a future work, we plan to assess
the performance of the proposed approach when coupled with state-of-the-art
modules.

A fragment of a probabilistic ontology has been built by using three relations
which could be automatically recognised in the input images, while the corre-
sponding probabilities have been estimated from their frequencies. When more
sophisticated ontologies will be available, containing information from large data
sets, we expect the integration to give even better results.
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