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Abstract The Fukushima Daiichi accident raises questions about current
decision-making models. Faced with an overwhelming situation, which threatened
both their own lives and that of the entire population, the plant’s operators were
obliged to take action, despite the lack of resources. In these conditions, decision
making cannot be reduced to an optimization exercise based on a range of possi-
bilities, or the application of planned operational responses to an emergency situ-
ation. The inevitable catastrophe, the social pressure it generates, the moral
dilemmas it creates and the psychological drivers for action are characteristic of an
extreme situation. The action plan must therefore be reinvented and individuals
mobilised to these ends. It is therefore in a broader context of ‘action’ that decision
making takes shape, and finds its logical foundations, meaning and temporality.
Understanding decision making in extreme situations first requires a grasp of the
development of a specific value system (that is mediated by the physical experience
of the situation) in which the individual and social representations play a central
role.
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1 Introduction

When Circe warned Odysseus about the dilemma he would face when passing
through the Strait of Messina, she reminded him that it would be a decision of the
heart. However, the priestess suggested that he choose the peril of Scylla: better to
lose a few companions than to see them all engulfed by Charybdis. Odysseus
followed this advice. Therefore, how can we say he ‘decided’?
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The word ‘decision’ typically refers to the “end of the deliberation in a voluntary
act that results in the choice of an action”.1 The meaning given to each of these
terms varies according to different schools of thought. In Aristotle’s Nicomachean
Ethics, the decision relates to the available resources needed to reach a given,
desirable, conclusion, while Cartesians (e.g. René Descartes in his Metaphysical
Meditations, 1641) would argue that without Circe’s advice, Odysseus was taking a
decision that was beyond his ability to understand and he therefore did not choose.
Leibniz argues in his Theodicy (1710) that understanding is not a necessity—it only
provides a guide—and that the decision exists only through the effort of action. In
terms of expected utility theory [1], Odysseus rationally opted for the path that
minimized the maximum damage.

Beyond these considerations, if the sacrifice of companions can be made
acceptable, it must be integrated into a social and symbolic universe that gives it
meaning. It is the will of the gods that allows Odysseus to return to his kingdom,
which places him above other men. Of course, nowadays Man tends to be eman-
cipated from the gods and can think for himself. He decides after careful reflection
on causes, which “must always be mixed with chance in order to form a basis for
reasoning”.2 However, despite this distancing that is at the heart of Technology, the
human being must still find meaning in their actions.

In his testimony [2], the Director of the Fukushima Daiichi power plant shows
how operators, who were obliged to decide between the survival of some and the
sacrifice of others, gave meaning to such decisions. Some of their critical decisions
are set out below (Sect. 2). The inability of current theories to account for the
magnitude of such decisions (Sect. 3) leads us to introduce the concept of ‘pro-
jected time’ (Sect. 4), and to explore mechanisms for the development of meaning
in extreme situations (Sect. 5).

2 Fukushima Daiichi: Faulty Decision-Making?

It has become normal to describe the Fukushima accident as the result of poor
decisions or a failure to act.3 In particular, the nuclear community has recognised
that the accident could have been avoided through appropriate prevention measures.
This would have entailed raising the height of the dykes that surrounded the site and
protected it against waves following the results of numerical simulations, conducted
in 2008, which indicated the potential for flooding. However, a consensus needs to
be reached on the usefulness of such information: TEPCO indicated that it found

1Source: Dictionnaire culturel, A. Rey, Paris, Le Robert (2005).
2D. Hume, Of the Understanding. A Treatise of Human Nature. Book I, 1739.
3The Japanese Parliamentary Commission investigating the accident concluded that it was a
‘man-made disaster’ [3].
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the scenario unlikely given additional geological studies that invalidated the pre-
dictions [4].

Furthermore, how the accident was managed in the first days following the
earthquake illustrates how decisions were taken in a context of crisis. The Japanese
government’s Investigation Committee was particularly interested in the circum-
stances in which Reactor 1 exploded on the afternoon of 12 March, 2011, when
on-site teams thought they had vented it and cooling via the injection of seawater
was about to begin [5]. Investigators asked the superintendent of the plant about his
decision-making process given the information available to him [2]. To understand
their approach, it is useful to recall certain facts.

On 11 March, the superintendent, Masao Yoshida, ordered preparations to begin
for the injection of water into Reactor 1 using fire conduits and fire engines, to
ensure cooling when the isolation condenser (IC)4 stopped working because of
electrical failure. The water level in the tank was checked by reading an indicator.
The level indication was normal, which supported the belief of operators that the
reactor was correctly cooled. The level, however, could not be constantly moni-
tored. At around 02:00 on 12 March, the indicator showed a stable or slightly rising
water level, while at the same time the pressure inside the tank fell. Communication
between the control room and the crisis room was difficult and the superintendent
had not been informed of problems in the IC conduit. Perplexed by the rise in
radioactivity, he concluded that the water level indicator was malfunctioning, that
the IC had potentially been non-operational for several hours and that the core was
probably exposed [2]. This was confirmed by measuring the increase in pressure in
the containment vessel, which had exceeded its structural limits.

The plant’s superintendent said that he regretted having placed too much con-
fidence in the water level indicator and not having asked the control room about the
IC conduit. For their part, investigators expressed their surprise at the apparent
passivity of operators, given that an IC valve had been closed for no apparent
reason and that the injection of water was impossible, with the result that the reactor
was not cooled between 18:25 and 21:30. It appeared that none of the shift leaders
had alerted the crisis cell.

Yoshida also stated that, “anyway, in terms of solutions, we did not have any-
thing much better than the diesel pump, injecting with the fire pump and using the
fire engine, which we finally did. Could we have reacted more quickly if we had
known? I think that physically, we could not have gone faster” [2] (our translation).

Faced with pressure that exceeded the structural limits of the containment vessel,
the superintendent asked for Reactor 1 to be vented. This operation required the
activation of a valve, which proved particularly difficult and dangerous because of
the high levels of radioactivity, the lack of electricity or pneumatic equipment, and
the lack of indicators or light in the control room. As none of the operators had

4A backup system in some boiling water reactors. It cools the core when power cannot be
evacuated by the main condenser. The system condenses the steam produced in a heat exchanger,
and then re-injects it into the tank using gravity.
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taken the initiative and studied the plans and diagrams of the network in antici-
pation of venting, investigators asked Yoshida about when he had proposed this
solution. He said that he had only considered venting when he had sufficient data to
confirm that there was excess pressure in the chamber. The priority was therefore to
obtain information on the key parameters indicating the state of the reactor [2].

The Commission was also surprised that operators had not considered the possi-
bility of a hydrogen leak from the tank to the containment vessel into damaged pipes,
although it was known that core fusion can produce large amounts of hydrogen. The
Director said he had been aware that, if the core was damaged, hydrogen was pro-
duced; notwithstanding, he felt that it would remain confined within the vessel and he
had focused on the threat of a container explosion, given the high pressure that had
been observed. He stated, “the top of the reactor building is covered and ventilation
panels are arranged on the side. We had not even imagined that these panels were
closed and that hydrogen and oxygen had accumulated. We focused on the con-
tainment vessel. […] We were prisoners of our a priori assumptions” [2] (our trans-
lation). Moreover, the entire international nuclear community was unaware of this
scenario (Ibid.). It was only several hours after the explosion, following an investi-
gation of the destroyed buildings, that operators concluded that the accumulation of
hydrogen was probably the cause. They then studied the measures that needed to be
taken in order to prevent a similar scenario at the plant’s other reactors.

At dawn on 15 March, although Reactors 1 and 3 had already exploded, oper-
ators felt a strong jolt and heard a loud noise, which they could not immediately
identify the source of; at the same time they noted damage to the building of
Reactor 4 and that the pressure in the containment vessel of Reactor 2 had fallen to
zero [5]. Although they gave little credibility to the reading from the pressure
indicator and, on a scientific level, the hypothesis that Reactor 2 had exploded was
not consistent with the available information, Yoshida considered the noise to be
the most important factor and ordered an evacuation.

These examples suggest that the criteria for decision making, the relevance of
the decision and the resources available to the decision maker were deficient, to the
extent that they hindered the management of the accident. According to Yoshida
himself, “it was total confusion. And that was in this atmosphere that it was
necessary to give orders. So I recognize that it was not done in a logical and
considered order” [2] (our translation). However, identifying potential derivations
from logical reasoning and understanding the circumstances presupposes that the
processes at work can be formalized.

3 Testing Decision Models Using the Fukushima Daiichi
Accident

A classical approach in management science is to model decision-making in four
phases. After collecting the information necessary to diagnose the problem, the
decision maker formulates potential ways to resolve it, based on a necessarily
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limited rationality; they then select a particular mode of action, and evaluate a
provisional satisfactory solution before iterating the process if necessary [6]. The
comparison of potential scenarios results in mathematical formulations, developed
from an economic perspective. The choice is equivalent to the optimization of a
function (the utility). A set of axioms expresses postulates about the properties of
preferences (for a discussion of the various theories see [7]). If an objective
assessment of the probabilities of the consequences of an act is not possible, the
decision maker can use ‘subjective’ probabilities. The probability distribution is
therefore measured according to their knowledge of the possible states of the object
they are interested in and upon which they wish to act.

Nevertheless, the assessment of subjective probabilities can be arbitrary and, in
many practical situations, the behaviour of agents does not reflect preferences that
are consistent with these axioms, without being necessarily called an ‘error’ [1]. To
account for the assumed ignorance of the decision maker of certain states and their
aversion to uncertainty, Gilboa and Schmeidler [8] showed that decisions can
sometimes be seen as the maximization of a form of expected utility that takes into
account the worst case scenario, which is consistent with the ‘maxmin’ model. It is
also possible to broaden the spectrum of reactions in uncertain situations [9], in
order to model less paranoid attitudes [1].

From this perspective, the behaviour of the decision maker is interpreted
according to a concept of ambiguity relative to their knowledge of the world—he
could not be sure of the meaning of the few information he got regarding the state
of the facilities—, which is how the questions of the Japanese investigators should
be understood (see Sect. 2). Faced with ambiguity about the state of Reactor 1, it
could be argued that Yoshida violated expected utility theory by not deciding to
immediately cool the core; or, alternatively, he demonstrated an aversion to
uncertainty, by deciding to rely on information about the water level, while
simultaneously preparing cooling mechanisms.5 The fact that he did not foresee
hydrogen leaks can be interpreted in two ways using the ‘maxmin’ model: either he
failed (cognitively) in his assessment based on all of the objective information
available; or his attitude or imperfect knowledge led him to limit his choices to a
subset of possible states. As for his decision to send staff to gather information on
the state of the reactors before considering operations such as venting, this can be
interpreted as an example of incomplete preference, where the status quo is
maintained until such time as a conclusively better, new alternative appears.

Can we conclude that Yoshida acted irrationally, or do the models provide an
incomplete description of such decisions? Gilboa [10] argues that we qualify
behaviour as ‘irrational’ if whoever violates its precepts regrets their actions. The
regret expressed by Yoshida about the confidence he placed in Reactor 1’s water
level indicators (see Sect. 2) would suggest that the decision was irrational.

5The superintendent had to manage limited resources and set priorities. Therefore, in this case it is
not possible to apply a principle of dominance and conclude that the “ignore the water level”
option was better.
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However, the superintendent immediately qualifies his comments by stating the
impossibility of conceiving an alternative solution. Through this remark, Yoshida
integrates his decision into a wider context of action.

This is to be compared with observations from current research in Natural
Decision Making (NDM) that aims to account for decision making in the presence
of changing conditions, ill-defined tasks, time pressure and significant personal
risks in the case of error [11]. In these conditions, the decision maker’s accounts of
their decision making “do not fit into a decision-tree framework”; they are not
“making choices”, “considering alternatives”, or “assessing probabilities”, but they
see themselves as acting and reacting on the basis of prior experience, generating
and modifying plans to meet the needs of the situation [12]. The decision maker
acts on the basis of heuristics, then develops a mental simulation to assess the
feasibility of the proposed response. These studies are consistent with those of
Gilboa and Schmeidler [8], who axiomatized a Case-Based Decision Theory, which
postulates that the decision maker acts by comparing the current situation to one
already experienced.6 Coordination and leadership modalities also change when
tasks are unpredictable and interdependent, as is the case in an emergency context
[13].

However, if the context for the intervention of firefighters or emergency room
surgeons is sometimes called an ‘extreme situation’ [14], in practice these ‘dy-
namic’ situations constitute the predictable working environment of the decision
maker. The problem relates more to the definition of the case in question, than the
solution once the diagnosis has been made. Ultimately, the ‘extreme’ nature of a
situation is assessed differently by different researchers and does not necessarily
imply that the decision maker is completely overwhelmed or out of their depth [15].
Such individuals have substantial resources at their disposal, a well-established set
of procedures and the impact of their actions is limited at the scale of society.

In addition, whether they focus on decision making processes based on scenarios
or on more empirical approaches, investigations of the influence of stress [16], a
hostile physical or social environment [17], or the formal organization [18] on the
performance of the decision maker are simplistic. They lead the analysis to be
focused on the physical or emotional factors that could have led Yoshida to make
errors (for example his decision to evacuate the site). This cognitive approach is
indicative of the common sense meaning of ‘emotion’, i.e. a complex state of
consciousness, usually sudden and momentary, accompanied by physiological
disorders.7

However, this perspective largely ignores the role played by emotions in deci-
sion making [19]. Ellis [20] considers that emotions and values are necessary
components of a decision, which does not mean that the decision becomes ‘irra-
tional’. This assertion is illustrated by the way in which the plant’s staff decided to
return to the field following the explosion at Reactor 3 on 15 March. According to

6However, this theory is not specific to an emergency situation.
7Dictionnaire culturel, op. cit.
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Yoshida, “everyone was in shock, frozen, unable to think. So I got them all together
to talk to them. […] I also told them […] that if we did not respond, the situation
would become even more catastrophic […] It was at that point that I experienced
one of the most emotional moments of my life. They all wanted to go back, they even
pushed each other out of the way to get there” [2] (our translation).

The Fukushima accident demonstrates how difficult it can be to make decisions
when the realities of the situation are not conducive and the unfolding scenario
cannot be stopped (due to a serious lack of resources); at the same time, the physical
integrity of individuals cannot be guaranteed and the consequences of taking action
—or not—have societal significance. The inevitable catastrophe, the social pressure
it generates, the moral dilemmas it creates and the psychological drivers for action
are characteristic of an extreme situation, as described by Travadel and Guarnieri
[21]. In extreme situations, the action plan must be reinvented and individuals
mobilised to this end. Yoshida therefore stated that he initially had no solutions, no
idea how to react, and fell back on ‘administrative’ procedures in an attempt to
regain self-confidence [2]. Similarly, organizational theory tends to regard a crisis
as a situation where, “not only are there insufficient resources, but it is a situation
where the rules were not thought of yet” [22]. The new order must be acceptable,
when life itself—that of workers or of an entire population—is threatened.

Current models do not make it possible to deepen our understanding of the
practical management of such situations. To progress, the analysis must be based on
suitable metaphysics and integrate the world of the decision maker, in which their
decisions make sense. The following sections consider these two dimensions.

4 Decision Making and Catastrophe: Back
from the Future and Return

The concept of decision making inevitably refers to concepts of causation and
rationality. Through the introduction of probabilistic links between states of the
world and actions, expected utility theories opened up the debate on the causal link.
Savage’s axioms (for a discussion, see [7]) apply to actions that do not have a
causal influence on the state of the world in which their consequences are expe-
rienced.8 Consequently, the final state of the system is often associated with a fixed
point,9 which rules out many decision-making scenarios. To overcome this prob-
lem, (unconditional) utility was replaced by a concept of utility which conditions
the probabilities of states of the world (those leading to the expected consequences)
to the execution of the act. These probabilities are interpreted either in terms of
classical conditional probabilities, or causal probability [23]. In the first case,

8The problem can be reformulated to make it the case [23].
9This is the case in economic models such as the ‘perfect competition’ model in which the actions
of one agent do not change the overall balance.
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evidential decision theory computes an act’s expected utility using the probability
of a state given the act P(S|A)10; in the second case, causal decision theory replaces
P(S|A) with P(A ! S) or a similar causal probability [24]. This choice defines the
decision making perspective. Thus, according to Jeffrey, “in decision-making it is
deliberation, not observation, that changes your probabilities. To think you face a
decision problem rather than a question of fact about the rest of nature is to expect
whatever changes arise in your probabilities for those states of nature during your
deliberation to stem from changes in your probabilities of choosing options” [25].

Rationality is therefore at least dual, and Lewis’s counterfactual decision theory
can account for both aspects [26]. The fundamental idea of this analysis is that the
counterfactual “If A were the case, C would be the case” is true just in case it takes
less of a departure from actuality to make the antecedent true along with the
consequent than to make the antecedent true without the consequent [27]. The
causal dependence is then stated as follows: Where c and e are two distinct actual
events, e causally depends on c if and only if, if c were not to occur, e would not
occur.

A dual rationality goes hand-in-hand with the concept of temporality. Either the
decision maker operates by projecting a set of possible futures and seeks to max-
imize the consequences of their actions, or they try to make their actions as con-
sistent as possible with a desirable state of the world. Dupuy [28] thus states that:
either, at every moment in ‘occurring time’, regardless of the predictions of an
infallible Predictor, “agents have the power to act in such a way that, if they were so
to act, they would render inaccurate the predictions of the supposed Predictor”,
which means that causal links are probable ones; or, at all times in ‘projected time’,
causal links are fixed and the agent has the power to do something such that, if he
were to do it, the ‘script’ of his life would have been different. Dupuy suggested
merging these two concepts of temporality form a loop, in which the past and the
future determine each other. In particular, a future state, when represented by a
favourable probability and another that is disastrous (with a very low probability)
can serve as an anchor point for ongoing action in an approach that is constantly
under review [26].

We argue that Yoshida was guided by these two representations of temporality.
He applied a causal type of reasoning in order to deduce from the information at his
disposal that the core of Reactor 1 was undergoing fusion. He expected to find
proof of an ‘event e’, for which it was then necessary to find the cause. Using the
same reasoning (this time in anticipation) he decided to start the venting manoeuvre
and avoid an explosion, based on the objective data available to him. Given the
information at his disposal, he assessed the plausibility of a causal link to unwanted
consequences, based on an appreciation of the law of physics. At the same time, he
organized actions to be taken based on information that he did not yet have in a
measurable form, but which he had nevertheless convinced himself was true.

10This theoretical orientation has led to debate about the ability of an agent to assess the likelihood
of their actions—a problem that is resolved by invoking the predisposition of the agent to act [23].
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Although it had not yet happened, the future catastrophe seemed real enough to him
to guide his actions. The destruction of an entire region—not simply an official
accident—constituted, at least a partial anchor point for the decisions that he took.
He repeated this point many times during the hearing, “it was clear that we were
heading for a major accident and we had to prepare for it” [2] (our translation). He
stated that he had always had such a situation at the back of his mind, beginning
with his initial instructions to prepare alternative cooling methods. Yoshida’s
decisions therefore took place in a sort of ‘projected time’ temporality. It would
therefore be wrong to say that he ‘expected’ the loss of the cooling systems, as this
would place his actions in a causal type of rationality and an ‘occurring time’
temporality. This idea is similar to that of Dupuy [28], who argues that temporality
should not be seen as a container in which human activities take place, but as a
result of human activities.

This observation may seem trivial. Naturally, where the cooling systems of a
nuclear reactor are damaged, the operator must consider the potential for disaster.
However, limiting the investigation to the critical bifurcations of the decisions as
the situation unfolded, and trying to understand the rationality of choices based on
available information or resources—an exercise that is at the heart of traditional
investigation processes—means that the disaster is only looked at in terms of its
potential, which is likely to significantly weaken its power of determination.
A contrario, when rationality is viewed in terms of ‘projected time’ it “is a fun-
damental existential problem that rears its head every time we are confronted with
absolute uncertainty concerning a variable on which our ‘salvation’ depends” [28].
By comparison, an approach in terms of scenarios sees the future as a distant
objective reality for the individual. In this context, the paradox highlighted by
Dupuy [26] is as follows: prospective methods make it possible to socially create an
image of the future; at the same time, they empty it of its physical dimension, they
do not acknowledge reality of any kind.

Difficulties arise when the decision is counterfactually examined using a
probabilistic-causal approach, with a view to arriving at a moral judgment. The
expression of a causal link is inherently relative. Core fusion, overpressure or leaks
in the containment vessel of Reactor 1, like the accumulation of hydrogen and the
failure of ventilation equipment, may be considered as the ‘causes’ of the explosion
of Reactor 1. Emphasising one over the other is relevant depending on the class of
situation in question, the context or the contrast to be established between a situ-
ation and an event. For this reason some authors have suggested the reformulation
of the counterfactual causal dependence as follows: If c* had occurred instead of c,
then e* would have occurred instead of e [27]. Whichever is the case, this obser-
vation shows that causality has no transcendent reality, except in the narrow field of
science (i.e. excluding human affairs). An assertion of causality requires adopting a
point of view, the mark of subjectivity. The a posteriori allocation of probabilities in
causal reasoning leads to short-circuiting the infinity of potential future bifurcations,
and the retention of only a few of them. Reasoning is thereby biased because, unlike
moral judgments, “the foundation for probabilistic judgment cannot include any
information that is only available after action has been taken” [26] (our
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translation). This may explain the discrepancies between the questions of the
investigators and the action taken by Yoshida (see Sect. 2). The Commission’s
investigators mixed two interpretations: their causal analysis in an ‘occurring time’
frame (reconstructed a posteriori) support a value judgments of the actions taken by
the plant’s superintendent. This approach does not take full account of the decisions
made at Fukushima Daiichi. To make sense, Yoshida’s actions must be understood
in their entirety; it is impossible to separate decisions from the close connection that
the individual has with the realities they confront. When it comes to give it
meaning, action in extreme situation emerges at least in part within a ‘projected
time’ temporality.

5 From Decision Making to Taking Action in Extreme
Situations

The plant’s superintendent was unambiguous in his description of the relationship
between his staff and the production facility, which he characterised as a fight,
dominated by fear and suffering. His lexicon and register provide further evidence:
he speaks of “three monsters”, “three nuclear units that were unleashed”, and tries
to “achieve the impossible with very few staff” to “tame this thing” [21] (our
translation). In this context of sensory stimulation, impressions and perceptions had
a strong influence on his decisions. His order to evacuate the site is an example of
this (see Sect. 2).

However, emotions do not always disrupt the ambient order and well-regulated
planning. Damasio [29] showed that they are a key component in the development
of rational thinking. Several experiments have since confirmed the need to rein-
troduce emotion into the process of conceptualization. Similarly, it has been
demonstrated that individuals produce concepts according to their perceptual
experience [30]. Such studies show that the embodiment of emotion can ground
concepts. An illustration of this is found in Yoshida’s testimony. He stated that
following the explosion of Reactor 1 (when the pressure was about 500 kPa), the
number ‘500’ left him “ill at ease”. He went on to add, “I know this is totally
irrational, it was just a feeling” [2] (our translation); this feeling would influence
his decisions concerning the other reactors.

Leontyev [31] put forward similar arguments. He claimed that human activity
forms the foundation for consciousness—a back-and-forth process that operates
between an individual and an object, guided by a pattern and determined by sensual
contact with the outside world. Leontyev goes on to say that beyond this circular
process, which influences interactions between the organism and the environment,
mental representations of the objective world are governed by processes in which
the individual is in physical contact with it and thereby obeys its intrinsic properties
and its own relationships. It is the object that initially determines how actions
unfold and, secondly, it is how it appears as a subjective product of the action that
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records and stabilizes the objective content of the activity. The resistance of the
object breaks the cycle of internal mental processes and provides an opening to the
outside world. Moreover, Vygotsky [32] showed that actions are social by nature;
they always take place in the presence of others and are mediated by signs. Recent
studies characterize the moderating role of social relations in the relationship
between the individual and their body as a conceptualization tool: the “current
(social or other) context influences the way in which a concept is represented in a
conceptual task and the extent people recruit embodied information to solve it”
[30].

According to these theoretical results, meaning is grounded in bodily processes
of perception and action. The organism’s bodily interaction with the environment is
of crucial importance to its cognitive processes [33]. What is meant here by the
‘body’ is not the body as a functional system with input and output, but rather, as
the enactive approach defines it, “an adaptive autonomous and therefore sense-
making system” [34]. From an anthropological perspective, Mauss had already
defined the body as the “primary technical object” [35], which appears therefore as
a support and provides meaning. “It is impossible for a man not to be permanently
changed and transformed by the sensory flow that runs through him. The world is
the product of a body which translates it into perceptions and meaning, one cannot
exist without the other. The body is a semantic filter” [36] (our translation).

From this perspective, phenomenology, which is specific to the experiential
aspect of emotion, can be linked to values. Here, ‘values’ represents what gives
meaning to action, although not exclusively as an abstract object to consciously
work towards. At a more primitive level, ‘values’ are more properties of a particular
type that are exemplified by contexts, objects or behaviours: emotions—such as
fear—link us with exemplifications of these evaluative properties—for example
danger [37]. In an emotional state, the body becomes prepared to potentially take
action and “the specific way it is prepared is interpreted, very naturally, as an
apprehension of some of the evaluative aspects of the environment. Here, then,
bodily sensations are not understood as simply the effect of thinking about the
environment, they play a direct role, by virtue of their phenomenology, as an
explicit presentation of their own objects, i.e. values. Emotions are what is felt by a
body that is prepared for action: it is therefore in this narrow sense that one can
say that emotion is an experience of value” (ibid., our translation).

Plunged into an unprecedented sensory universe, the operators at Fukushima
Daiichi had to redefine the meanings and values in their world. The scene was
apocalyptic: high levels of radioactivity, extreme temperatures, piles of debris,
aftershocks, floods, darkness and exploding reactors formed the context in which
they were required to take action. Decision making was shaped by their contact
with this material and social reality, physical challenges, and the way they behaved
and saw others behaving.

Individual commitment was influenced by the need to take action and the
resources required, the rules and shared representations of the action to be per-
formed. Group behaviour is indeed determined by the image it has of its task [38].
In extreme situations, the construction of this image integrates current social
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representations from the public sphere. In this case, public opinion of the
Fukushima Daiichi accident hinged on interference from the Prime Minister in the
management of the crisis and the incompetence of TEPCO [39]. The validity of the
actions taken by on-site operators was not acknowledged until long after the events
of 11 March, 2011. Three months after the accident, workers suffered from an
unusually high level of psychological problems, linked to the social discrimination
they were subject to [40].

The decisions of the plant’s superintendent were therefore influenced by the
need to protect the physical and mental wellbeing of his colleagues [2].
Nevertheless, when it became clear that the only way to vent Reactor 1 and prevent
its explosion was to manually open a valve located in a highly radioactive zone,
technicians reported for work. The superintendent stated, “We decided to do the
operation by hand, as a last resort. We decided to do this because we thought that it
could be done, if all it took was to accept being irradiated” (ibid., our translation).
It could have been the case that economic considerations dictated this decision: the
loss of a few employees could have brought a solution to the crisis as long as it
would not have jeopardized the remaining resources. However, such a decision can
only be seen as acceptable as a result of a personal and interpersonal journeys of the
decision maker and his colleagues, through an action process leading to a singular
system of values. In order to understand decision making in extreme situations, one
must first understand the development (mediated by physical experience of the
situation) of this value system in which individual and social representations play a
key role.

6 Conclusion

Investigations into the accident at Fukushima Daiichi highlighted failures in com-
munication, and a lack of foresight and anticipation on the part of operators in some
of the decisions that were taken. These analyses implicitly suggest that there was a
range of options based on a known state, and they reduce decision making to an
optimization exercise. Consequently, the feedback from experience becomes
focused on the lack of coordination between the operator’s headquarters, the
Japanese government and the plant, obsolete instrumentation, or the effects of stress
on behaviour.11 Of course it is clear that our understanding of the impact of stress or
emotions on behaviour or decision making is still preliminary [41], and merits
further examination. However, paradoxically, this type of ‘safety science’ approach
seeks to place behaviour in a theoretical context made up of bloodless social
mechanisms that take no account of the humanity of those who must act. Moreover,
in the nuclear context, executives are sometimes tempted to resort to formalisms to
demonstrate a high degree of control, even if it means negating the difficulties faced

11See for example the conclusions of the Japanese Parliamentary Investigation Commission [3].
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by operators [42]. In extreme conditions, the risk is that the factors that determine
the ‘entry into resilience’ are ignored [43].

In their current state, the lessons that have been learned from the accident may
hide some key drivers for the planning and development of actions taken in the face
of devastation. The concept of the extreme situation invites us to supplement these
lessons and reintroduce factors related to the human body, emotions, and kinaes-
thetic, which create our initial relationship with the world, and constitute a
socio-sensual structure for behaviour. In order to understand behaviour in extreme
situations we must first understand the experience, which is marked by radical
changes that cannot be easily aggregated into logical arguments. Moreover, the
integration of a more sensitive approach to the behaviour of others into an otherwise
rational approach to decision making would appear to be a promising avenue for
better management [44].

On-site management problems were compounded by the injunctions of remote
decision makers. The conflict between the plant’s staff and the Japanese govern-
ment cannot simply be reduced to a failure to share information or a lack of
awareness of each other’s problems. It is the result of different relationships with
danger, through social pressure, to moral issues. More generally, the management
of the accident demonstrates the intrinsic limit of an “optimization” type decision
making process. At the political level, there is a tendency to expect from rational
decision maker to base their decision on technical consideration, whereas it has
some necessary social and ethical implications which cannot be avoided. In any
event, the people rely on their own criteria in order to assess the rationality of an
evacuation for instance, based on the social meaning of their decision, personal
feelings, etc. A ‘resilient community’ is the result of these multiple nucleus of
action/decision which have to be coordinated with a full acknowledgement of their
specificities.

It is therefore necessary to establish an ethical framework that is appropriate to
extreme situations, which articulates different temporal and rational registers. The
intervention by the residents of Olympus offers a universal interpretation of
Odysseus’s decision. A contrario, due to the fact that all parties sought to make their
own sense of the situation, the Japanese population, its government and authorities
did not understand the magnitude of Yoshida’s actions or those of his colleagues.
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