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Abstract. Pedagogical Agents are primarily researched regarding their depiction
or appearance on screen, rather than their capabilities to react to a learner in front
of it. As it has been previously reported, we developed an agent system, which is
based on an electronic educational instance for a learning module to incorporate
information from the environment as well as non-verbal reactions of a user. The
system is then capable of proactively reacting to this additional information,
establishing a natural user interface as it might be expected by any user. In order
to validate our approach, the steps for our experimental setup are presented and
discussed.
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1 Introduction

Within this paper, the authors refer to their validation efforts of the previously described
concept [5]. A user study with 160 participants was conducted with four different varia‐
tions of learner support aspects. To check for the persona effect, as stated by Lester et al.
[9], the electronic educational instance (Fig. 1. EEI [6] and Enhanced capabilities [5].)
is used in conjunction with a depicted pedagogical agent or without. The persona effect
formulates that there is a per se beneficial effect of including a depicted agent onscreen.
This might be true due to the expectancy of social adequate behavior [8], which is why
the experimental setup displayed the agent onscreen and had variations where the agent’s
voice was audible but there was no depiction visible on the screen.

The development of our agent has been deeply influenced by the research activities of
Reeves and Nass [8] who postulated a user’s expectancies of a social adequate behavior
when interacting with a machine. Our process of creating the electronic educational instance
has been previously published [5–7, 12, 13]. Therefore, we will only present a limited over‐
view of our previous development and focus on the validation aspects.

Ever since Lester et al. established the persona effect [9] research regarding pedagog‐
ical agents is heavily focused on the outward appearance of an agent. For example, the
various depictions of an agent as well as their embodiment [2] have been a focus of research
as has been their outward appearance, including their manners and behavior [3, 14–16].
Research regarding their appearance also includes their vocalization of learning material and
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their conversational behavior in general [4, 17, 18]. Heidig and Clarebout [1] published an
overview of various aspects of pedagogical agents and their possible benefits for electronic
learning.

These aspects of exploration all focus on one dimension of the user-agent relation‐
ship, namely having an agent appear more lifelike or to behave and communicate most
helpfully. Within our approach, we argue for a shift to include additional input channels
for the agent to get a more thorough grasp of the learning situation and about the context
in which a learner is situated.

Based on our research, the possibilities for a user to interact with a learning system
are still limited to traditional input channels like keyboard and mouse interfaces.
Although, as Krämer [19] pointed out, the raw processing power of computer systems
is already on a level, which would allow the implementation of much more natural ways
of communication. Even though recent advances in the form of speech and gesture
recognition has opened up new ways of interaction, this still has not advanced to the
implementation of system-based reactions to a user’s behavior in front of the screen or
to environmental cues related to the learner. As it has been previously established by
conceptual research [5] the integration of advanced input channels for computer and
web based trainings should provide a measurable benefit during the conveyance of
information, simply by being able to pause a training program if a student is looking
away from the screen or there is too much noise in the environment. By implementing
an electronic educational instance [6, 7] it is possible to enhance a wide array of possible
variations of learning software. The idea behind the electronic educational software is
to enable the computer system to behave in accordance with the media equation theory
as postulated by Reeves and Nass [8]. As they stated, humans tend to subconsciously
expect technical devices to behave as another human being would. Including the expect‐
ance of transporting non-verbal cues. An agent-system capable of identifying such cues
would be immensely more useful when conveying learning material due to its capability
to factor real time information into the presentation. Within our system, this explicitly
means environmental cues like the noise level of the learning environment as well as
the focused gaze of the learner in front of the computer. For the presented experimental
validation, the attention onto the screen is key in having a thorough understanding of
the learning material and the capability of actively utilizing learned knowledge.

Fig. 1. EEI [6] and Enhanced capabilities [5]
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2 Real-World Applications

Implementing a proactive functionality to any technology promises broad new forms of
human computer interactions in general. Due to the EEI and its enhanced capabilities
as being a standalone component, it is possible to implement our sensory concept into
pretty much any form of technology. For example, Smart TV systems, which would
pause and resume a movie or a sports game until the attention is reverted back onto the
screen or the audience remains within the visible reach of the television screen. Another
form would be the implementation into the modern aspects of mobile learning scenarios,
in which a system would react to the users surrounding and would be able to proactively
offer another form of material conveyance, e.g. an audio transcript while waiting at a
bus stop and a combined audio-video demonstration once seated and commuting [20].

Given a real-world learning scenario, a human teacher would be able to react to a
student. Would there be a noise disturbance in the environment of the classroom, a
teacher would wait for the disturbance to go away or reaches a low enough level to be
sure that audible information would be understandable. In addition, if one or more
students divert their gaze away from what is shown by the teacher, the presentation
would be paused until attention has been reverted to the topic at hand. Additionally, if
a teacher would detect confusion amongst students, a different approach would be used
to look at a specific topic from another perspective and thus possibly have the learning
material conveyed more easily.

3 Experimental Validation

Therefore, we enhanced the electronic educational instance [8] to be able to detect a
users’ gaze. A commonly used webcam is able to detect the eyes of a user and therefore
infers that the learning material is actively consumed (Fig. 2. The experimental setup
with webcam and eye-tracking-camera.). Once the user is looking away from the screen
and the software notices a deviation of the gaze away from the monitor, the presentation
is paused and only resumed, once the gaze and therefore the attention is reverted back
to the learning material.

Test subjects were asked to study an already established web-based training in use
at the institute of media research from 2006 to 2012. Within the WBT, the basic functions
of the Adobe Dreamweaver Suite are explained. Three basic ideas were to be tested
during the experimental run.

• Does the proactive function lead to a better understanding of the learning material
once the learner’s attention is diverted?

• Does the depiction of the agent (persona effect) have a measurable impact on the
understanding of the learning material?

• Is it necessary to include an intervention of the proactive functionality in order to
allow a learner to repeat a session or to continue from the point of diverted attention?

To ensure that our experiment is capable of testing for various empirical aspects (e.g.
the persona effect [9]) six groups of participants were tested (Table 1).
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Table 1. Experimental groups

Group 1 Depicted agent, with proactivity
Group 2 Depicted agent, without proactivity
Group 3 Audio-only agent, with proactivity
Group 4 Audio-only agent, without proactivity
Group 5 Audio-only agent, with proactivity, no intervention message
Group 6 Depicted agent, with proactivity, no intervention message

Fig. 2. The experimental setup with webcam and eye-tracking-camera
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In order to create a lifelike agent onscreen, we used the FaceShift software, which,
using a Microsoft Kinect camera, allows the immediate capture of mimic and voiced
mouth movements onto a 3D head model (Fig. 3. Faceshift capture of speaker).

Fig. 3. Faceshift capture of speaker

The recorded re-readings of the information material were recorded and afterwards
synchronized with the original web based training by using Adobe Premiere (Fig. 4.
Synchronization of WBT and character animation).

Fig. 4. Synchronization of WBT and character animation

The displayed Agent interaction onscreen differs only marginally from group to
group in order to test for aspects of the persona effect, the benefits of proactivity and the
intervention of the agent system (Fig. 5. Displayed variations onscreen). Main differ‐
ences are the depiction of the agent itself and the display of interaction buttons once the
presentation stopped during the experiment due to an averted gaze.
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Fig. 5. Displayed variations onscreen

Before the experimental variations started, the general knowledge of participants
regarding websites, html code and the Dreamweaver software is gathered via an elec‐
tronic LimeSurvey questionnaire. Similar questions were asked once the experiment
was over to check for increased knowledge due to the web-based training and to expose
missing knowledge during the diverted attention.

To ensure any validation could be traced back to the manipulations, the participants
were asked to perform a second task while studying the material. At two standardized
segments of the presentation, at a critical information conveyance, a monitor to the left
of the participants flashed and a speaker played an alarm. Participants were given a
password before the experiment and told to enter it, once something happens on the
screen to their left.

4 Conclusion

Within this paper, we presented the steps for the validation of our implemented elec‐
tronic educational instance (EEI). We argue to broaden the scope of pedagogical agent
research to include various other aspects when deciding how to better enable an infor‐
mation conveyance using electronic learning media. Especially, not to focus any longer
on instructional design methods and new forms of information segmentation, but to
include new and readily available input channels into electronic learning systems.

Even nowadays, most modern e-learning software is limited to mouse and keyboard
inputs and learning success is mostly defined by having a learning success test imple‐
mented at the end of a chapter. However, the information whether or not a learner is
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able and capable to understand certain information is available long before this end point
of the conveyance – it is visible due to non-verbal cues of averted attention. Due to the
proposed EEI module, any existing learning software could be rapidly upgraded to notice
any diversion from the screen and due to ubiquitous webcam-in-screen-frame designs
of modern notebooks, tablets and 2-in-1 computers; there are not even monetary invest‐
ments necessary.

Preliminary analysis of our validation shows a clear proof of the obvious: it is bene‐
ficial to the information conveyance, if a user is actually looking at the screen and atten‐
tive when said information is delivered.

Furthermore, our next steps for implementation will include a cognitive workload
assessment based on recorded pupil dilations [10]. Due to this, we will be able to know
in real-time whenever any given material is too hard to understand for any given user
in front of the learning system. Therefore, the agent system is capable to proactively
change the conveyance of the material, to repeat certain aspects until cognitive load
levels [21, 22] normalize or to change the mode of presentation. This would allow for
a unique learner calibration of learning material, which right now is, if at all, performed
by questions about preliminary knowledge beforehand.

In addition, we are about to implement and auditory sensor array which checks for
environmental noise levels and decides whether or not the speaker output-level is suit‐
able for the current situation or if it would be beneficial to raise the amplitude. If noise
levels were too disruptive, the presentation would be stopped proactively entirely while
the system waits for the surrounding circumstances to normalize.

Moreover, beyond these readily available modes, we are currently working on
implementing a facial action coding reconnaissance module. This FACS [11] would
present another non-verbal cue about the learner’s inner state as the cognitive workload
module. Due to certain facial muscle activations, it is possible to detect basic emotions
on a user’s face and therefore compute an emotional valence level. As long as this would
be in a neutral or positive domain, the information conveyance might be all right or even
entertaining. However, once the emotional valence level threshold is crossed into a
negative sphere, the system should be able to incorporate this information. Further closed
eyelids might indicate boredom or at least sleepiness and is therefore not beneficial for
a learning success. Therefore, the system would be able to know when a unique learner
is not able to follow the conveyance of information and suggest either a break or to
choose another variation of conveyance by, for example, switching to an easier but more
time-consuming variant.

Due to these non-verbal detection modules, it would be possible to detect specific
instances where additional learner support would be beneficial instead of the standard time
for the detection of faulty conveyance – during the learner success test at the end of a
computer or web-based training program.

Although we discuss all of these non-verbal cue detection modules inside a learning
setting, there are numerous possible applications, which would benefit from a proactive
sensory phalanx. Smart home systems and self-driving cars would benefit from knowing a
user’s valence state, as would streaming-services when recommending movies or tv-shows.
The cognitive load level could be used to detect a pilot’s overextension in aviation and
deviations from established gaze patterns in air-traffic-controllers might indicate a problem.
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Therefore, although this paper is merely outlining the implementation aspects of our
validation, we showed what steps are necessary to implement a proactive agent system
and we will continue to include said non-verbal detection modules into every-day-life
human-computer-interactions.
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