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Abstract. In this paper, we propose a novel interactive video-based learning
system, Brain Tagging. Through collecting both the passive BCI and the active
HCI tagging information, the learns’ objective and subjective metadata to the
video contents are generated. The system gives a way to visualize the learning
pattern by timeline chart consisted of BCI metadata (attention and meditation)
and HCI metadata (good, question, and disagree). This can help to understand the
learning process and performance, and thereby to provide proper improvement
in e-learning.
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1 Introduction

Video-based e-learning, due to its effectiveness and boundless, has become a promising
alternative approach that helps the learning process to be more lifelong and on-demand
[32]. It offers considerable knowledge in an attractive and consistent way beyond the
time-space constraint. Learning platforms, such as YouTube, TED, and MOOCs, are
keen to provide video-based contents for seamless learning. Video-based e-learning
approach can also be contributive to the tradition of teaching. It allows teachers to
uploading well-prepared videos according to their learning plans. By excluding the
uncertainties, the quality of teaching can therefore to be more sustained. This forms a
new environment for teaching and learning.

From the research perspectives, we consider the video-based e-learning approach
with a great potential to support quantitative evaluations – not only addressed in the
afterward assessment but also representing the real-time performances. This drives to
the needs of more effective methods for the learning content evaluation and learner
performance analysis [12]. Engaging learners to create metadata when accessing the
video contents helps to make the real-time assessment applicable.

Learners contribute to the metadata through both the subjective and the objective
ways [25]. Learners’ subjective expression, such as tagging or annotation, generates the
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subjective metadata. Gibeo1 [8] presents an example of web-based annotation system
which generate metadata from learners’ explicit cognition. Through adding “gibeo.net”
to the target webpage URL, a set of options is displayed to allow the learner to specify
the quality of the highlighted text with labels, e.g., important, wrong, good, or cool, if
a part of the text on the page is selected. This offers the learners to remark their percep‐
tions as feedbacks. The objective metadata are generated from learner’s physiological
signals such as tiredness, emotion, and attention. Koelstra and Patras [11] present a
multi-modal approach that collects both facial expressions and electroencephalography
(EEG) of the learners and convert the information into affective tagging implicitly.

In regard to the assessment techniques, however, there is a lack of assessment tools
that can collect both the subjective and the objective information. This causes a difficulty
to examine the performance between the two approaches. We in this paper introduce an
interactive video-based tagging system, Brain Tagging, that integrates subjective and
objective metadata of the learning experiences. We firstly review the existing works of
active tagging and passive tagging. The description of Brain Tagging is addressed in
follow and leads to the conclusion.

2 A Review of Affective Metadata

Studies of affective metadata are mainly derived from the affective computing [19].
Affective computing is a broad area that deals with the detection, recognize and inter‐
pretation of human emotions – with a high integration among the professions of
computer science, psychology, and cognitive science [24]. The existing approach of
affective metadata collection can be divided in two categories: active tagging records
subjective reactions of the expressed emotion, while passive tagging collects the objec‐
tive reaction, i.e., brain information, spontaneously when the user experiencing the
content.

2.1 Active Tagging: Knowledge Exchange and Experience Sharing

What we tag for? In regard to teaching and learning, the collected tagging information
can be useful to assess learner’s performances, so thereby to improve their learning
experiences. The active tagging often set up a focus of knowledge exchange and expe‐
rience sharing. It stands on its functions to describe the feedbacks that record the tagger’s
experiences and beliefs [7]. Active tagging can contribute in two ways. One is meant
for exchanging and sharing the information among a group of learners. Through co-
tagging a shared material, e.g., selected videos, it can offer a great benefit on collabo‐
rative learning. The most famous system is Annotea [8], which improves the collabo‐
rative development of the Semantic Web via shared web tags and annotations.

Another contributive way of active tagging is specifically for single learners to
organize and to define the information. The “web discussion” feature of Microsoft Office
2000 provides an useful example. It allows collaborative tagging of any web page, so

1 htttp://gibeo.net.
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thereby to generate learner-centric tagging information. Gibeo is another example. It
allows the user to specify the quality of the highlighted text on the webpage, with labels
such as important, wrong or cool. The JavaScript web tagging system, Marginalia [19],
presents a similar case that allows users to highlight any part of the text and write asso‐
ciated comments in the margin of the pages.

In regard to video-based e-learning, tagging techniques to contribute to create the
metadata for annotating, classifying, retrieving, or analyzing the content. This helps the
videos to be more beneficial. Several examples illustrate the situation. The video analysis
application, EVA [14], allows users to tag events in real-time for behavioral video anal‐
ysis. Marquee [28], developed for video annotation and tagging, segments the video
according to the time zones, to help the users ‘paint’ their selections. Both examples
present an interesting way for users to ‘tag’ in the text-based or video-based learning
contents – whilst the tagging results can be collected to improve the selection. This
makes the systems be more meaningful and powerful for sustainable use.

2.2 Passive Tagging: The EEG Signal Analysis

Different from active tagging that requires direct efforts in records, passive tagging, i.e.,
human-centered implicit tagging, gathers tags and annotations without any effort from
the users [3]. The main idea behind is to collect users’ spontaneous reactions as a given
signal to identify tags. Passive tagging mostly relies on the information collected by the
electroencephalography (EEG) signals when processing in brain. The EEG headset is
one of the collecting techniques. It is a non-invasive monitoring technique for measuring
a user’s brainwave patterns. A cap or headset is worn on the user’s head to measure the
voltage fluctuations resulting from ionic current within the neurons of the brain. An
international standard known as the 10–20 system determines the location of the elec‐
trodes on the scalp [11]. The combinations of different electrodes represent human’s
emotions such as angry, attention, meditation etc.

Brain-computer interfacing (BCI), advances in cognitive neuroscience and brain‐
wave technologies, has found its way in representing the activities in the brain [17]. The
term “Brain-Computer Communication,” from Vidal in 1973, indicates any computer-
based system that produced detailed information on brain function [27]. Vidal developed
a system which recorded the scalp over visual cortex to determine the direction of eye
gaze, and thus to determine the direction of the cursor movement. In 2002, Wolpaw
proposed a framework of BCI to individuals with severe motor deficits. The system
controlled process included both signal acquisition and signal processing to translate
brainwave features into devices control commands [29].

Most of BCI applications allow the user to send voluntary and directed commands
that control the connected computer system to communicate through it. Some studies
[4, 31] propose an extended approach to integrate BCI technology with cognitive moni‐
toring. This provides valuable information about the users’ intentions, situational inter‐
pretations and emotional states to the computer system. The passive brain-computer
interface (passive BCI), called also the implicit BCI, provided information from the
user’s mental activities to without the need of direct brain activity controlling. This helps
to interpret human emotions derived from brain activities.
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According to Fowler [5] and Shen [20], the relationship between learning perform‐
ance and the arousal is a type of inverted-U curve. People learn best when their emotions
are at a moderate optimal arousal level. These results are recognized as references in
developing the assessment tool.

3 Brain Tagging: The System Design

Brain Tagging is a system that collects both the learners’ active expressions and the received
passive physiology signals for evaluation. The active expression is about learners’ subjec‐
tive opinions to the learning contents, such as good, question, or disagree. Those opinions
are generated from learners’ cognition levels, which are hard to be measured by BCI tech‐
niques. Passive signals, such as attention and meditation, are more direct. This causes the
information to be more applicable for machine measurements.

Benefit from the BCI and the HCI, Brain Tagging allows learners to instantly eval‐
uate video-based learning contents at the same time. This externalizes the invisible
cognitive and physiological data, which are called affective metadata, and apply them
to assist the learning process evaluation.

3.1 Active HCI Tagging

Active tagging allows the learners to record their opinions during the learning process.
As we know, in some video-based or lecture-based learning situations, the learning
process would be difficult to interrupt. For the sake of annotating and retrieving needs,
the appropriate method is to tag their opinions in parallel with the process. OATS (Open
Annotation and Tagging System) project [1, 2] presented an example. It integrates a
content-tagging and a note-taking tool that allow students to motivate the learning
contents, at the meanwhile gathers learner-centric metadata.IBM In Sight project [26],
another example, presents a way for collaborative editing with micro-tags. In the micro-
tagging mode, learners are allowed to attach a tag to a subset of large media, such as a
segment in a video. The whole video can be segmented into selected fragments according
to the sort of collaborative tagging.

Our previous studies [6, 21–23], focusing on the active tagging, have been acknowl‐
edged to decrease the complicated and laboring works in assessing the contents. We also
learn that the preliminary opinion buttons would perform more sufficient than the free
texts in generating learners’ opinions. According to this, we remove the textual tag input
in Brain Tagging. Three kinds of tagging buttons are addressed: the positive tagging
button “GOOD”, the neutral tagging button “QUESTION”, and the negative tagging
button “DISAGREE”. The tagging outcomes will be marked along with the timeline
chart synchronously to visualize the feedbacks of interaction process.

3.2 Passive BCI Tagging

The passive BCI tagging collects physiology signals of the learners. It aims to dig the
implicit but objective information – mostly emotional. Fowler [5] and Shen [20] both
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acknowledge the relationship between learning performance and emotions. The EEG
techniques have been recognized to be a useful tool to monitor the emotions. Many
studies devote to explore the possibility of using EEG as a means for detecting or
differentiating between human basic emotions such as happiness, joy, distress, surprise,
anger, fear, disgust and sadness [16, 18], or between learning related emotions such as
engagement, boredom and frustration [15, 20]. The EEG techniques have also been used
for automatic implicit emotional tagging of multimedia content, as an alternative to
explicit approaches that require learners to tag the clips themselves [30].

Brain Tagging uses the NeuroSky commercial EEG headset to measure and to
convert learners’ brainwaves into evaluable information [13]. The non-invades EEG
headset detects and translates the EEG power spectrums (alpha waves, beta waves, etc.)
into two kinds of outcomes: ATTENTION and MEDITATION according to Keller’s
ARCS model that scales the degree of learners’ mental status from 1 to 100 [9, 10]. The
outcomes are visualized as line charts along with the video timeline. The interface and
the layout are presented in follow.

3.3 The Integrated Interface

We expect the interface to be applicable, friendly and encouraging for use. As shown
in Fig. 1, the field of project information allows the learner to create a new video-based
learning project or to retrieve an old one. When the learner creates a new project, the
video source can be input from the computer webcam or videos saved in the computer.
The video can therefore be displayed on the video canvas. The HCI mode provides
alternative way that the learner can tag his opinions within the accurate video periods
by clicking buttons. As mentioned above, we provide three tagging buttons: GOOD,
QUESTION and DISAGREE. The outcomes are marked on the timeline chart according
to individual tagging times.

The learner are encouraged to wear the EEG headset and to activate the BCI mode.
Once the connection between EEG headset and computer is built, the learner’s attention
and meditation data will be automatically documented in the timeline chart along with
the video (Fig. 2).

3.4 The Timeline Chart

Both the HCI and BCI tagging outcomes are integrated to become visualization data
shown in the timeline chart. The BCI tagging information (ATTENTION and MEDI‐
TATION) is presented as individual continuous line charts. Attention is displayed in red
and meditation is displayed in green. The HCI tagging (GOOD-circle symbol, QUES‐
TION-triangle symbol, and DISAGREE-cross symbol) are marked on the line charts
according the clicking time.

The timeline chart is designed in this way for the learner performance analysis and
for learning content evaluation. In regard to the learner performance analysis, the time‐
line chart documents and illustrates the learner’s interactive learning process including
the BCI and HCI tagging results. It provides the opportunity to analyze the learner’s
learning performance by observing the waviness of BCI tagging chart. We can see how
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many and how long the attention and meditation higher levels present in the timeline to
evaluate the learning performance. In addition, we also can compare the relationship
between the BCI tagging waves and HCI tagging markers to understand the learner’s
learning preference or tendency.

In regard to the purpose of learning content evaluation, the tagging results provide
a novel way to assess and extract the valuable video contents. For example, by mass
learners’ tagging collection to the same video, we can analyse the video contents and
locate the specific video segments with higher and denser tagging outcomes. In other
words, we not only evaluate the whole video but also detail to the special video intervals.

Fig. 1. The interface design of Brain Tagging system

Fig. 2. No texts
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4 Conclusion

In this paper we describe the intention, the theoretical backgrounds and the design of the BCI
and HCI tagging system, Brain Tagging. Students who voluntarily participate in our experi‐
ment are asked to watch the same video for pilot study experiments (see Fig. 3).

Fig. 3. Students participating the pilot study experiments of Brain Tagging voluntarily

The results of the experiment are shown as Fig. 4. The HCI tagging results are remarked
in circles: good in green, question in purple and disagree in blue. These results are addressed
in the particular time points. The BCI tagging results are presented through curves: atten‐
tion in blue and meditation in red. This helps to understand the learner’s learning patterns.

Fig. 4. The visualized metadata included tagging buttons (GOOD/QUESTION/DISAGREE)
outcomes and brainwave values (ATTENTION/MEDITATION) outcomes (Color figure online)

In conclusion, Brain Tagging provides an innovative method to visualize the learning
pattern. The BCI and HCI tagging record the physiology and mental states during the
learning process. As a system of collecting the metadata, it provides the opportunity to
further assess the learning content and the learner’s performance. The periodic study
presents only the result of a small group. It is still a long way before we can conduct
concreted remarks in regard to learner performance analysis and learning content evalua‐
tion. We expect to conduct more experiments in following semester to collect data for
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learning pattern finding. This will help us to design more proper learning contents and
processes based on learners’ physiological and cognitive performance.
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