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Abstract. Security, privacy and usability are vital quality attributes of IT
systems and services. Users and legal authorities demand that systems are secure
and preserve privacy. At the same time, security and privacy mechanisms should
not complicate workflows and must be transparent for the user. In order to
master this challenge, a close involvement of the users is necessary—both at
development and at run-time. In this paper, we present a user-centered model for
usable security and privacy that is aligned with user-centered design guidelines
[34] and the Human-Centered Design process [28]. Based on this model, we
present an initial method for the design of usable security systems. Through
active involvement of the user, the model and the method are meant to help
developers to identify and solve shortcomings of their security and privacy
mechanisms. We motivate our work and present our results based on an Internet
of Things/smart home scenario. Due to the amount of private data and strong
data protection laws, both usability and privacy are of major importance in this
domain. However, our model and method are not limited to the smart home
domain, but can be applied whenever usable security and privacy are of par-
ticular interest for a system under development.

Keywords: Usability � Security � Privacy � Security modelling � User-centered
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1 Introduction

1.1 Context and Motivation

Security, privacy, and usability are important and inherent quality attributes of IT
systems. However, it is often hard to optimize all attributes at the same time [8]. From
the users’ perspective, systems must be adequately secure and respect their privacy in
order to be trustworthy. At the same time, the systems, especially the security mech-
anisms they provide, must be usable. However, security measures and privacy
enhancing technologies are complex by nature and typically complicate workflows.
Thus, they frequently have a negative impact on usability [45, 46], e.g. with respect to
efficiency.
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1.2 Ideas and Contributions

We introduce a model that focuses on the user´s privacy as the bridging element of
security and usability and which is aligned with the Human-Centered Design process.
The U.S. Department of Health and Humans Services [40] defines privacy as “the
control over the extent, timing, and circumstances of sharing oneself (physically,
behaviorally, or intellectually) with others”. As the perception of privacy is highly
individual to each user, it will be a major challenge for IT corporations to get their users
to understand and trust privacy measures. At the same time, the European Union´s
“General Data Protection Regulation” [12] provides for fines up to 4% of the annual
worldwide company turnover if the company lacks comprehensive privacy mecha-
nisms. Gartzke and Roebel [22] state that “getting their approach to privacy right while
remaining consumer friendly will be absolutely critical to their [both startups and
established corporations] future.” In that respect, we consider three relevant goals:

1. Adequate privacy enhancing technologies and control mechanisms for the protec-
tion of personal data must exist.

2. Control mechanisms must be made transparent for the users and be understood by
them.

3. Users have to be capable of building an individual perception of the control
mechanism and the preservation of their privacy. This mental model decides
whether a user trusts or mistrusts a system.

Through active user involvement, our approach is able to identify and quantify
problems with respect to the understanding, application and acceptance of privacy
measures following the stated requirements. Our method covers a variety of interde-
pendent aspects to be considered and questions to be answered in terms of usable
privacy mechanisms. Besides the requirements stated by Fischer-Hübner et al. [16]
(representation of legal requirements, transparency, and trust), we primarily consider
the user’s mental model and the overall effect on the acceptance of the system. Our
model is aligned with the User-Centered Design (UCD) guidelines [34] and the
Human-Centered Design (HCD) process [28], and it is a key part of an iterative
improvement process. This allows for the evaluation and optimization of privacy with
respect to usability at development-time and at run-time [15]. The application of our
model and method is meant to help security developers to gain a better understanding
of the user’s objectives and needs with respect to privacy (e.g., security-relevant
information about missing encryption [4]). Thereby, developers will be empowered to
optimize privacy enhancing technologies in this respect and improve their acceptance.

To motivate our work in more detail and to provide a base line for subsequent
discussions, we use an example from the Internet of Things (IoT) domain. However,
both the model and the method are not limited to this domain, but can be applied to
each system development process that draws particular attention to usable security and
privacy.

At the time being, the work presented here is research in progress and lacks a
comprehensive evaluation. We will present our evaluation plan as part of our future
work.
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1.3 Structure

The paper is structured as follows: We continue with an example scenario in Sect. 2. In
Sect. 3, we present our model and its integration into UCD and our iterative
improvement process. Related work is presented in Sect. 4 and we conclude the paper
in Sect. 5.

2 Usable Security and Privacy in the Internet of Things

The Internet of Things (IoT) offers a plethora of possibilities to customers and service
providers. The basic idea is that all kinds of things—including physical objects, sen-
sors, vehicles, buildings—are interconnected with each other and to the Internet. By
2020, there will be approx. 28 billion [10] to 50 billion [13] things. Based on the things
and on the data collected by them, services can be offered, optimized and tailored to the
user. Famous IoT applications are Smart Home devices (e.g., intelligent heating, smart
metering, door locks), wearables (e.g., Smart Watch, intelligent clothing), and con-
nected vehicles (e.g., autonomous vehicles). In summary, the IoT can be described as
an “inextricable mixture of hardware, software, data and service” [33].

2.1 Privacy in the Internet of Things

Especially the sheer amount of data that is collected by things is a huge burden for
users. In Smart Homes, fewer than 10,000 households can generate 150 million discrete
data points every day [14]. This amount of data leads to massive privacy concerns.
According to [25], 71% of consumers share the fear that their personal information may
get stolen and 64% of customers fear that their data may be collected and sold. Besides
the amount of data, this fear is also caused by the sensitivity of the data. The com-
bination of data from different sources allows—at least in theory—the creation of a
complete profile of the user. The problem is that users do not have, or at least do not
feel like they have, control about their data. Privacy statements are hard to read and
understand, and control mechanisms are hardly known or understandable. According to
[11], only 15% of EU citizens feel that they have complete control over the data they
provide online. 31% even feel they have no control at all. However, the perception of
privacy highly differs between countries. While Germans are most concerned about
lacking control (only 4% think that they have complete control, 45% think that they
have no control at all), Greeks are the least concerned (31% think that they have
complete control, only 22% think that they have no control at all).

All of this leads to two conclusions: First, existing control mechanisms are per-
ceived as non-sufficient by users. This might be the case because convincing control
mechanisms are missing completely, or because existing mechanisms are not known,
understood, or trusted by users. Second, the perception of the quality of privacy and
control mechanisms highly differs between different users. A one-for-all solution might
thus not be possible and mechanisms need to be tailored to different user groups or
even individuals to provide a comprehensive and convincing privacy experience.
Companies are starting to realize this problem and are looking for solutions to handle
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data transparently and legally. This includes processing data only with explicit user
consent and only for permitted purposes. However, it is still unclear how processes,
technologies, and user interactions must be designed. Relating to our stated conclu-
sions, we believe that the solutions must be approached iteratively and with close
contact to the users whose needs have to be in the focus of the development.

2.2 Application Scenario: Privacy in the Smart Home

For further discussions, consider the following scenario: Uma recently bought a new
house that is equipped with several smart home services:

• Locks and shutters that open and close automatically or remotely using an app.
• A heating system that regulates the room temperature according to Uma’s needs and

helps to save energy costs. For example, if Uma locks her front door, the heating
automatically turns off until she approaches her home again.

• Lights that can be controlled remotely and that turn on and off automatically when
Uma enters or leaves a room.

Additionally, she already owns some smart devices, which can be perfectly
integrated:

• Modern entertainment systems (e.g., Smart TV) that are connected to Internet
services and can be controlled via voice commands and modern apps—a welcome
and efficient way of interacting with her TV in Uma’s point of view.

• A baby monitor that Uma can access remotely to check on her child’s safety.

All of these functions are of high value to Uma. However, Uma also has a variety of
privacy concerns. The baby monitor and the smart TV continuously record audio
and/or video data in sensitive areas. While this is good for the dedicated purposes, all
private conversations could also be recorded. Uma wonders how she can be sure that
vendors do not store these records and how they are used exactly. Additionally, Uma is
concerned that data from smart locks, lights and heating are used to create a detailed
profile of her movements.

In order to resolve these concerns, she has to understand how her privacy is
protected in order to trust the vendor. However, it is in the nature of IoT systems that
they being continuously changed (e.g., via updates) and extended (e.g., new remote
control app). With every change, privacy would need to be reassessed.

For IoT developers, this is a challenge, as he does not know which information
Uma needs in order to trust/accept his service. In turn, if Uma lacks information, there
are seldom suitable ways to get it.

3 A Usable Security and Privacy Model

Especially in the IoT, continuous user involvement and system optimization are very
important, as systems, users and contexts continuously change. We divided our model
into several (intersecting) sub-models and aligned with to user-centered design [34] and
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the Human-Centered Design (HCD) process [28]. HCD is an iterative process aimed at
making systems usable and increasing their user experience by taking into account
users’ needs and requirements.

The process we are following consists of four steps (cf. Fig. 1), namely Context of
Use, System Awareness, System Design and Design Evaluation. Each of these will be
described in the subsequent sections.

3.1 Context of Use

The goal of this step is to understand and to specify the context of use regarding a
usable security and privacy system. The context of use is defined by the users and tasks
(cf. Fig. 2) and by the environment (cf. Sect. 3.4) [16]. Through the interplay of these
aspects, security goals emerge, which can be refined into concrete security require-
ments. Considering the security requirements in the process of (re-)building a system
will contribute to the trustworthiness of the system.

Definition of the System Context. The first step in defining the context of use is to
create a description of the information system context. Information systems are defined
as the total of all components, interacting to fulfill a certain functionality [32],
including applications, services, information technology assets, or other information
handling components [29]. The information system has to fulfill privacy goals to
protect a user’s privacy. Privacy goals can stem from legal regulations or from the user.
To comply with legal regulations, system developers have to identify the assets that
have to be protected according to legal regulations. Assets are resources that are of real
or ideal value for at least one stakeholder [32].

For users, personally identifiable information and their privacy are assets. These
assets are exposed to threats—potential causes of an unwanted incident, which may
result in harm to a system or organization [29]. With the rising number and increasing
severity of threats, the risk for these assets to get harmed increases. To keep the risk low,
security mechanisms including privacy-enhancing technology have to be built into the
system. These mechanisms fulfills security goals, including the privacy goals. A security
goal describes a property of a component or system that has to be fulfilled to protect a

I. Context 
of Use

II. System 
Awareness

III. System 
Design

IV. Design 
Evaluation

Fig. 1. Design process
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user’s concrete assets [32] from concrete threats. In the ISO 27000 standard [29]
Confidentiality, Integrity, Availability, Authenticity, Non-Repudiation, and Autho-
rization are the main security goals that must be investigated to derive corresponding
security requirements. Additionally, the overall system goals are based on the system’s
security goals in terms of a usable security and privacy system.

Regarding the scenario, Uma is interested in using the information system “Smart
Home”. Uma has to understand how her privacy is protected. She knows that the
information system processes data that concern her privacy, e.g., audio data recorded
by the baby monitor. However, she knows that there are legal regulations that force the
company to use mechanisms to protect Uma´s privacy. For instance, the company must
not save or share recorded data. However, in order to trust the system, Uma needs to
know how the system adapts certain security mechanisms. In addition, she must be able
to control specific smart products, including their security features, if necessary. For
this reason, the system needs to provide appropriate usability, which has to be
implemented according to Uma’s individual needs, preferences, skills, and knowledge.

Creation of Personas. In the next step, we have to create personas of all user groups
in order to better understand the users and their privacy goals. If a system is not
designed for and with the users, it will offer a poor user experience due to missing trust
in the system and will counteract efficient and effective work. Therefore, the user is an
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essential element in our model. The HCD approach defined in ISO 9241-210 [28]
provides guidance on how to build a usable system around the user.

First, we need to identify primary and secondary stakeholders. In terms of privacy,
we have to consider the users as primary stakeholders. For each stakeholder group, we
then identify the relevant characteristics and describe their relationships to the system,
their goals and constraints. In our context, it is especially relevant to understand the
security and privacy goals of the stakeholders. In particular, the privacy goals [35] have
to be considered:

• Unlinkability assures that personal data cannot be elicited, processed and used for
purposes other than those stated.

• Intervenability assures that a system provides means for every affected person to
enforce their legal rights.

• Transparency assures that information about the processing of personally identifi-
able information is available, verifiable, and assessable.

As privacy is complex and individual, the users’ capabilities and experiences (skills
and knowledge) have to be taken into account. It has to be clear what their understanding
of privacy is, whether they are aware of risks, and whether they have security require-
ments. In addition, we have to include user experience aspects by considering the users’
attitudes, habits, personalities, strengths, limitations, preferences, and expectations.

In our scenario, stakeholder groups include residents and guests. The residents are
the users of the system. Uma is a representative of the group of residents. She likes to live
in a house where technology makes life more convenient. She often forgets to turn off the
light when she suddenly has to care for her child. Therefore, she expects her house to
take care of switching the lights off when she leaves the house. Turning lights on and off
could be an indication of being at home. She needs to be sure that nobody with bad
intention (e.g. a potential burglar) can access the data. As she knows something about
information security, all three privacy goals are highly important to her.

Creation of Use Cases. Once we know the system context and the goals of its users,
we can start to define use cases. Use case specifications describe all activities that have
to be performed with the help of the system under development. They describe ideal
standard procedures embedded into a realistic sequence of interactions from the per-
sonas’ points of view. Every task in a use case needs to be characterized with respect to
its impact on usability, accessibility, as well as security and privacy. Furthermore, it
needs to be refined into activities the user needs to execute. Several use cases are
integrated into a scenario, which again can be used to identify missing use cases. The
results of this step can be recorded in activity descriptions, use case specifications, use
case diagrams, and scenario descriptions.

Regarding the scenario, Uma wants to set up a movie mode for her smart home in
order to watch movies in a suitable atmosphere. Therefore, she defines a set of system
reactions that are executed when she starts a movie. For example, the shutters close, the
lights dim and the baby monitor is set on maximum volume. However, Uma likes to
keep her choice of movies secret. Therefore, a requirement to the smart TV is that it
does not forward the selection of movies to 3rd party vendors (e.g., the vendor of the
baby monitor).
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3.2 System Awareness

The goal of this step is to create concepts to make the user aware of important things in
the system. Especially for the security and privacy, this is an important aspect with
respect to transparency and user involvement. Usable security guidelines, like the ones
collected by the USecureD project [41], Yee [45] and the usable security principles by
Whitten [42], Garfinkel [20], by Furnell [19], and by Herzog and Shahmehri [24] can
help to accomplish this step.

Conceptual System Model. The first step is to develop a conceptual model of the
system that cap-tures the important parts of the operation of the device and that is
appropriate and understandable for the user [16]. This means that the conceptual model
of the system has to be mapped to the user’s mental model of the system. At this point,
it is important to pay particular attention to the security goals that have to be fulfilled by
the system and the privacy goals of the user. This step helps to cover the basic security
and privacy mechanisms (cf. Fig. 2, and Sect. 1.2, Goal 1).

Regarding the scenario, Uma is concerned that data from smart locks, lights, and
heating can be used to create a detailed movement profile of herself. Therefore, the
system must ensure that data cannot be used by unauthorized persons in any way. It
must provide security mechanisms that prevent unauthorized access while keeping the
use of the smart home functionality comfortable at the same time. Additionally, the
smart home functionality must be controllable with respect to Uma’s skills and
knowledge. Since Uma is skillful in using mobile apps on her smartphone, the system
should provide a mobile app to control the smart home. Data conveyed from the mobile
app to the system must be encrypted to prevent the system from being controlled by
unauthorized persons. However, Uma must not be annoyed when using the mobile app
by being forced to enter a password whenever she uses the mobile app. In her mental
model of the system, the system behaves like another person. Therefore, she wants to
talk to her smart home. Thus, the mobile app should be designed in a way that allows
for natural interaction. Among other things, this requires a speech recognition
component.

Obviously, there are many interdependencies to consider. The user’s mental model
has to be consistent with the behavior of the system. Thus, every internal and external
component of the system has to match to the user’s skills and knowledge. This includes
all security mechanisms and privacy-enhancing technologies. The user needs to
understand how the security mechanisms achieve the security goal(s) and the privacy
goal(s).

Continuous Visibility of System States and User Actions. For each dialog step, the
system must ensure that the user’s currently possible actions, alternative actions, and
results of actions are visible [34]. In this step, the focus is particularly on
security-relevant information and user actions that mitigate risks in this step. This step
contributes to the fulfillment of transparency (cf. Sect. 1.2, Goals 2 & 3). To that end, it
has to be analyzed which security-relevant information is important for being conveyed
to the user at which time and at which level of detail. However, individual perception
and trust in privacy and control mechanisms can highly vary between, but also within
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user groups. If security and privacy measures require user interactions, the user needs
to be made aware of possible actions and the results of actions.

Regarding the scenario, Uma is informed about every change in the smart home
elements. Whenever a light is switched on or off, a heater is adjusted, or a door is
opened, closed, locked or unlocked, Uma gets informed both on her smartphone and
via an LED and an acoustic signal located directly on the corresponding element. The
mobile smart home control app is designed like her apartment. Therefore, Uma has a
very good overview of each room and the smart elements in the rooms. The status of
each smart element is continuously presented and only functions that make sense can
be performed. For example, when a light is switched on, Uma can only switch it off
instead of being able to switch it on a second time. The app only allows controlling
those smart elements that can be controlled without any security risk. For example, the
mobile app allows unlocking the front door only when Uma is located within a radius
of 200 m.

Transparency and Guidance. In this step, we have to ensure that the user knows the
current state of the system and that the interaction follows natural mappings between
intentions and required actions and between actions and resulting effects. Simply
speaking, the user shall always know what is currently happening on the system’s side.
This step contributes to Goals 2 and 3 (cf. Sect. 1.2).

Security-relevant, meaningful information needs to be conveyed in the user’s
language [16] at an appropriate abstraction level. For each action on security-relevant
information, it needs to be decided whether this action should be made transparent for
the user. A variety of aspects contribute to this decision. For example, the presented
information might differ according to the user group. Some information is not under-
standable to certain user groups and leads to an opposite effect. In addition, making
internal information public might lead to security risks. Finally, we have to decide
whether information is presented to the user only upon demand or also actively to make
the user aware of certain risks.

In addition to transparency, there needs to be guidance on the mitigation of risks
and the use of security mechanisms that require user actions. The user needs to know
immediately what to do and not suffer from confusion or information gaps.

Regarding the scenario, Uma is concerned about third parties hacking into her
system. Due to the system’s transparency concerning the current system state and the
implemented security mechanisms, Uma gains trust in the system’s security regarding
unauthorized access. Whenever the system identifies an unauthorized access, Uma is
immediately informed and guided through a security mechanism that asks her to
authorize the access and to identify herself as an authorized user.

3.3 System Design

This section corresponds to the step ‘Producing design solutions’ of the HCD process
provided by ISO 9241-210 [28], but we draw particular attention to the security
mechanisms of the system under development. This section deals with the identifica-
tion and implementation of appropriate user interface patterns, the creation of an
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appropriate interaction design, and the creation of prototypes (cf. Fig. 3), which are
important for evaluating the proper operation of the security mechanisms as well as
their usable operability in the next step.

Selection of User Interface Patterns. To support the performance of tasks, it is useful
to draw on fast and proven solutions for particular human-system interactions given in
use case specifications. We have to pay particular attention to usable security patterns
from pattern libraries (e.g., [41]) to identify fast and proven solutions for particular
human-system interactions. This is especially true for the usable security and privacy
issues described in the use cases and scenarios created in step 1.

Creation of Interaction Design. Based on the personas, use cases, scenarios, and user
interface patterns, we have to illustrate interaction ideas as interaction concepts, user
interface design, and screen design. A Usability Walkthrough is an adequate instrument
for the early evaluation of the usable security and privacy of the interaction ideas, user
interface design, and the screen design. This can be performed before the actual
evaluation of the system takes place.

Creation of Prototypes. Finally, we have to create interactive and realistic prototypes
of interaction designs to facilitate discussing ideas with stakeholders, especially the
end-users of the system. Compliance with conceptual usability criteria can and should
be checked at this stage. We have to design user tasks, user-system interactions and the
user interface to meet user requirements, especially those user requirements that con-
cern usable security and privacy. We then create the essential design concept and the
essential outcomes as well as appropriate input and output modalities and appropriate
media for conveying information.
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Fig. 3. Model Pt. 2: system design
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3.4 Design Evaluation

The evaluation of the design corresponds to the HCD phase “Evaluating the design”
[28] and closes the iterative cycle of the method for the design of a usable security and
privacy system. Through systematic feedback collection and analysis, issues are
identified and rated. This information serves as input for improvements in the next
iteration of the method.

Collection of Feedback. The main goal of this phase is to collect feedback about
issues and uncertainties users face with respect to security or privacy. To put the
feedback into context, it is enriched with additional information about the system state
and the user’s current situation (cf. Fig. 4). Information about the user context and
information about the system context must eventually be linked to form a complete
picture. To take into account the usability of the security and privacy system, a
usability evaluation should be performed. During the usability evaluation, check if
usability criteria that are relevant for smooth and engaging use of the system as
described in the scenario and use cases are met.

For the purpose of a usability evaluation, an evaluation should be performed
according to usability heuristics. This evaluation is performed by experts who check if
usability criteria are violated. The experts should perform a walkthrough and check the
suitability of the design decisions for daily use. Ultimately, the system is evaluated by
real end-users. Here, particular hypotheses are proposed. The end-users follow the
scenarios created in step 3.1. In laboratory environments, the test can be documented
with video and audio records.

In the field, users execute (or want to execute) certain activities to fulfill one or
more goals in a certain context. For example, if Uma is at home, she can perform
several activities that belong to that context: relaxing, cooking, watching TV, and so
on. The status of the devices (i.e., things) she is using includes information about their

depends
on

Situation

Device Context

Information 
System

Context

User Context

User

Activity

Trust

Mental Model

Goal

Task

fulfillshas

uses

executes

relates
to

has

depends on

is in

has
in

Fig. 4. Model Pt. 3: user context at runtime

84 D. Feth et al.



internal states and their environment. Similar to the relationship between activity and
user context, device context and situation would always match in an ideal world.
However, due to technical limitations, several distinct device situations lead to the
same device context. Further details about this kind of context modeling and its
application can be found in [30]. The main goals is to collect feedback about issues and
uncertainties users face with respect to security or privacy. To put the feedback into
context, it is enriched with additional information about the system state and the user’s
current situation. Information about the user context and information about the system
context finally have to be linked to form a complete picture.

If usability issues are found, these issues should be prioritized according to their
severity, especially regarding on their impact on system usage, security, and privacy.
The most severe usability issues should be solved first. Appropriate solutions can be
found in the descriptions of the patterns and corresponding design solutions identified
and created in the previous steps.

Analysis. At this point, we combine static information from the system design with
feedback we collected from users of the system or prototype. As user feedback is
typically vague and informal, a root cause has to be identified, i.e., we have to map
feedback to one or more security or privacy measures. The effect of the issue on the
user has to be rated in order to assess the severity of the issue and its influence on
system acceptance. To that end, we have to combine information about the currently
performed activity, the context of use, the user’s mental model, and the system state.

The continuous collection and analysis of these mappings allows for iterative
improvement and tailoring of the solution. This phase is especially challenging, as
usability issues are typically the result of a combination of different aspects. In order to
utilize and automate the rating, our model has to be extended by corresponding metrics,
which is part of our future work (cf. Sect. 5).

4 Related Work

Since the mid-1990s, huge efforts have been made to develop approaches for aligning
usability and security. Unfortunately, the number of security incidents caused by
unusable security measures or usable, but insecure systems is still high [18]. In [21]
Garfinkel and Lipfort summarize the history and challenges of the “usable security”
domain.

Whereas some guidelines and checklists exist for the design and evaluation of a
usable security system, only few general requirements on a usable security system can
be found in the scientific literature. For the harmonization of security and usability,
Fischer-Hübner et al. [16] formulate three major requirements:

• Legal data protection requirements must be represented in a user-friendly manner in
order to increase the user’s comprehension, consciousness, and controllability.

• Through a system’s transparency, the user must understand security and privacy
mechanisms and concepts in order to create a mental model that supports him in
achieving his goals.
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• A user has to be able to create trust in security mechanisms and be aware of the risks
that might be caused by missing security mechanisms. The user must be able to
perceive these risks. Important criteria are the conveyance and the comprehension
of the plausibility of the security mechanisms.

Existing literature on usable security shows that the user is an important and active
part of modern security chains. The research field of usable security and privacy has
been approached both in a theoretical fashion and in the form of case studies. Famous
case studies analyze the usability of email encryption with PGP [42, 44], of file sharing
with Kazaa [23], and of authentication mechanisms and password policies [6, 9, 26,
30]. However, case studies are specific to one system, system class, or application
domain and can hardly be generalized. On the other hand, theoretical work [1, 7] is
typically more abstract and hard to apply in practice.

This gap is closed by design principles for usable, yet secure systems [20, 24, 39,
44, 45]. These principles focus on the development of usable security systems by
supporting developers and emphasizing the importance of considering the user.
However, they do not adopt the user’s viewpoint or active involvement of users in the
development process. However, it is crucial to both consideronsidering both the user’s
viewpoint and to involve users in the development process, as the user is an important,
but often weak, link in the usable security HCI chain [3, 5, 37, 44, 46]. We consider
design principles to be complementary to our work. By quantifying the effect and
acceptance of design principles in different contexts, a knowledge base can be built that
supports developers.

Looking specifically at the IoT, a survey on security and privacy issues and cor-
responding mitigation techniques is provided by Tank et al. [38]. Related work is
provided by Ismail et al. [27], who propose a framework for evaluating transparency in
cloud applications. This framework is comparable to parts of our model, but not
integrated into design and optimization processes.

5 Summary and Conclusion

The preservation of privacy is becoming more and more important. Demands in terms
of privacy are coming both from legal regulations and from users themselves. How-
ever, the implementation of a secure and privacy-preserving, yet usable system is a
challenge for software and service providers. This challenge can be solved only by
actively involving the users. Especially in the IoT, where systems are changing fre-
quently, it is important to continue this involvement also at run-time. Unfortunately,
corresponding user-centered design approaches do not explicitly include security and
privacy. In this paper, we presented a usable security and privacy model and a cor-
responding method, both of which focus on the user as the central element. Not only
does this focus separate our approach from other existing approaches, but we believe
that it is also the only way to help elaborate and quantify the users’ privacy needs and
their perception of privacy- enhancing technologies. Based on the model and the
method, developers are supported in optimizing appropriate usable security and privacy
mechanisms.
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In its current state, the model is quite abstract and cannot be applied directly to full
extent. Thus, the next important step is to derive attributes and metrics for each model
element. Based on that, measures have to be researched to provide the required data at
development time and at run-time. In addition, a technical implementation, for example
by using the Eclipse Modeling Framework (EMF), is necessary to support the use of
the model. Finally, the evaluation with respect to applicability and generalizability
remains to be done. We are planning to evaluate the model´s applicability together with
a large German IT company by collecting and analyzing feedback from their users.
Additionally, we are planning expert reviews from different domains to generalize our
model.

The work presented here is a first step towards the consideration and integration of
privacy into UCD and HCD. In the future, this will become a vital aspect, which will
not be limited to the IoT. The provision of comprehensive and understandable security
and privacy mechanisms will be a major prerequisite to achieving compliance and high
user acceptance by enhancing user experience through increased trustworthiness of the
system.
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