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Abstract. Cybersecurity suffers from the problem of poor incident reporting.
We explored message influences on incident reporting rate. Participants were
presented with messages that differed in terms of (i) whether the problem was
framed as a technical or a security issue and (ii) the perceived beneficiaries of
making a report (benefit to the user, to others vs. no benefit message). Partici-
pants were more likely to report a problem if so doing implied some benefit to
self, where making the problem more personally relevant might act to reduce
social loafing in group settings. They were also more likely to report a technical
rather than a security problem and qualitative data suggested that users were
sometimes suspicious of messages reporting a security incident – believing that
the message itself might be a cybersecurity attack. The findings provide starting
points for future research aimed at improving incident reporting.

Keywords: Security � User behavior � Incident reporting � Behavior change �
Protection-motivation theory � Social loafing

1 Introduction

Users are generally poor at incident reporting. Research evidence for this comes pri-
marily from studies of technical error reporting, where failure to report is generally seen
as problematic both from an organizational, situational awareness perspective [1] but
also from an engineering perspective, as such error reports can help in the design of
interventions and software improvements [2, 3]. However, failure to report an incident
is even more problematic in relation to cybersecurity, where intrusion detection is an
important component in cybersecurity defense. The little research that exists reveals
that users pay scant attention to warning messages [4] but also shows that passive
warnings, i.e. those requiring no user action, are almost universally ignored [5]. There
is comparatively little research that shows how incident reporting behavior relates to an
organization’s security vulnerability – but we do know that the ability to detect and
respond to a cybersecurity attack is paramount, just as we recognize that the volume
and diversity of attacks are growing exponentially [6].

Security warnings can include notifications about lapsed security certificates or
software updates as well as alerts about mobile applications or websites. It is difficult
for users to interpret them properly in order to differentiate between real threats,
potential threats and false alarms [7]. Well-designed messages can be effective, for

© Springer International Publishing AG 2017
T. Tryfonas (Ed.): HAS 2017, LNCS 10292, pp. 3–13, 2017.
DOI: 10.1007/978-3-319-58460-7_1



example, Egelman et al. [5] found that active warnings helped deter 79% of participants
from visiting a potentially harmful website, but overly complex messages are much less
effective [8, 9] and can also be misleading [10]. This is particularly problematic for the
novice user, who is unclear about the proper meanings of system settings and messages
[11]. Given that users are typically under time-pressure to complete other, high-priority
tasks, both the intelligibility and the resource demands of messages are important
considerations [12] as is over-exposure to a particular message, which can lead to
habituation [13].

It is possible to manipulate the design and content of warningmessages so as to nudge
users into action. Security messages are more effective when the authority of message
sender is emphasized [14]; the severity of threat is highlighted [15]; personal risks rather
than technical risks are communicated [16, 17] and when the risk to users’ private
information is highlighted [16]. Messages are also more effective when they are ‘active
warnings’ that require action from the user before progressing, such as swiping over the
text to be read [5, 7]. Contextualized, concrete warnings are superior, i.e. those that take
the user’s current intention into account in order to evoke realistic consequences of action
or inaction [14, 18]. We should, however, note that some studies have found no effect of
message design. For example, [19] found no difference in the effect of a generic warning
compared to one that highlighted specific consequences and [20] showed that altering
text and color improved user attention but this was not sufficient to change behavior.

Given these inconsistent findings, it is important to understand more about why
people ignore warnings or requests for specific behaviors. Several useful approaches
have been adopted here. Firstly, as we have seen, there is the productive security
approach (e.g. [21]) that sees the decision to ignore messages as a rational choice.
Typically, warning messages and requests for action are often unanticipated, potentially
disruptive and unquantified in terms of effort required, and while they may be genuine
indicators of security threat, they may also be false alarms. Thus, many users prefer to
ignore information when they feel the costs of action outweigh the benefits [22] or
when they feel that engaging with the new information would disrupt their primary task
performance [23]. There will also be individual differences at play here. For example,
those with less capacity to respond (e.g. those with low working memory capacity [24]
or those experiencing higher task demands [25]) may possess a reduced cybersecurity
‘compliance budget’ and as a consequence will struggle to make a proactive response.

A second relevant approach is Protection Motivation Theory (PMT) [26], which
supposes that users make two important appraisals, a threat appraisal and a coping
appraisal. For the first, they assess both the severity of the threat and their own vul-
nerability to it and for the second, they assess their own understanding and ability to
respond as well as the efficacy of making a response. In relation to the first issue of threat
appraisal, the average user has a poor understanding of security threats [27] and security
incident reporting has been linked to misperceptions of threat and poor cybersecurity
beliefs [29, 30]. In relation to the second point, users may be unsure of the appropriate
action to take but can also be unconvinced about the efficacy of taking any action. Some
evidence for this comes fromWorkman et al. [30] who observed that perceived response
efficacy was one predictor of inaction. This situation is compounded by the fact that
many system errors are encountered repeatedly, reducing the sense that a report will be
useful or lead to some personal or organizational benefit (see also [31]).
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A third approach draws upon the concept of social loafing [32]. That is, in the
presence of many other users, an individual user may not react to a request, perhaps
assuming that others will make the required response. Certainly, any individual user
would not wish to duplicate the input generated by others - a trend particularly
prominent in collective work settings [33]. Also, we should note that while users can be
persuaded that their own, possibly unique contribution is important [34], social loafing
becomes more likely if they believe their own failure to respond goes unnoticed or if
they know they cannot be personally identified [35]. Users may be uncomfortable when
personally identifiable information is included in problem reports that are sent back to
the corporation and shared with others. This, paradoxically, means that inaction can
result from either anxiety about being held accountable for the outcome [36–38] or lead
to a lack of accountability [33]. Perceived task characteristics may also contribute to
social loafing and the underreporting of errors. For example, unattractive tasks often
require the use of incentives to encourage employees to report [39]. Also, complex
tasks are less likely to lead to personal engagement [37, 40]. If there is no specific
information provided regarding the complexity of the reporting task, then users may
assume potential complications or excessive work demands [41] which may or may not
exist. Thirdly, the efficacy of reporting may be unclear – lack of change or lack of
response to user action may reduce motivation to act, thus returning to the earlier point:
the perceived redundancy of effort – it will not make a difference.

To a certain extent, reporting can be improved by making users more aware of the
personal relevance of an issue or threat [42]. For example, it may be possible to reduce
habitual ignoring of system-generated messages by making those messages more
personally relevant [7, 11]. The implication is that providing a better rationale for the
request may reduce perceptions of response redundancy, i.e. leave people less exposed
to social loafing effects. This could be achieved by either personalizing the message or
outlining the repercussions of leaving a potential issue unaddressed over time.

This study is a direct response to calls for more research to help us understand how
and why individuals may be persuaded to respond to information requests area [1]. The
aims were to investigate how the wording of an incident message might influence the
reporting of that message and also to explore individual differences in this area. These
aims are expressed as three research questions: 1. Are users more likely to report a
problem when it is framed as a security or as a technical issue (framing effect)? 2. Can
the inclusion of a ‘benefits’ statement (explaining the benefits to either self or others)
improve rates of problem reporting? 3. What individual differences might affect users’
problem reporting behaviors?

2 Method

2.1 Study Design

The main focus of this study was an incident reporting task that had been embedded in
a distractor task requiring the participants to rate four travel websites.

Distractor Task. The distractor task (and the focus in the participant recruitment
message) asked participants to rate four accommodation booking websites:

The Design of Messages to Improve Cybersecurity 5



(1) Booking.com (2) Tripadvisor.com, (3) Bookingbuddy.com and (4) Airbnb.com.
Participants were presented with screenshots of the home page for each site.

Incident Reporting Task. After the third booking site screenshot, all participants
were presented with a dialogue box that opened with the statement: “We noted a
problem on this page”. This statement was followed by either a security or technical
message frame: “This problem may indicate a security/technical issue”. The second
part of the message presented one of three possible benefit conditions. In the
benefit-to-self condition, the message stated “Problem reporting will help us identify
the source of the problem and protect you.” In the benefit-to-others condition, the
message reported “Problem reporting will help us identify the source of the problem
and protect others in your organization”. In the third (control) condition, no benefit
message was presented. Each message ended with the same question: “Do you want to
report the problem?” The user was required to click on either the “Report” or “Don’t
report” button to continue. This was thus a 2 (technical vs security framing) * 3 (benefit
to self, benefit to others, no benefit statement) factorial design (see Fig. 1 for an
example message). Full ethical approval was received from the departmental Ethics
Committee.

2.2 Participants

Participants were university students situated in different departments (social and natural
sciences). Information about the study was circulated via email and a dedicated uni-
versity online recruitment portal. Students are a relevant sample in this case as they tend
to use many different online services and had experienced recent server failures. All
participants could earn research credits for their respective programs. All participants
were recruited between December 2014 and March 2015. In total, the study was
accessed by 147 participants. All participants completed the study with a computer and
at a location of their choice. Hits that had not led to full completion of the survey were
excluded (n = 19). This reduced the final dataset to N = 126. Participants were 18 to 36
years old (M = 20.15, SD = 2.79, n = 125). Eighty-four percent of the participants were
female (n = 105, two missing values), only 16% were male (n = 20; one missing value).

Fig. 1. Example of incident report request message.
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2.3 Procedure

Participants were randomly allocated to the six experimental conditions. Once partic-
ipants had given their consent to participate, they were presented with instructions
about how to rate the four online travel sites and each of the four screen shots was then
presented separately. Before the fourth screenshot, they encountered a message stating
that a problem was found and gave them the choice to report the problem. This was
followed by questions about their online use of travel sites, familiarity and review
activity of such sites, in turn followed by demographic and short personality ques-
tionnaires (no details are included here as no personality effects were found). The
questionnaire ended with demographics and the debrief statement about the study.

3 Results

In terms of the message framing, 65 participants received the technical framing, 61 the
security framing. In terms of the implied benefit conditions, 41 participants were in the
benefit-to-self condition, 37 were in the benefit-to-others condition and 48 participants
were in the control condition.

3.1 Incident Reporting Across All Conditions

Overall, 42% of participants (n = 73) reported the incident. Table 1 gives a more
detailed breakdown and shows, for each condition the number of people who reported
the incident with the number who failed to report given in parentheses. The v2 statistic
revealed a significant overall effect across the six conditions in a 2 � 3 contingency
table (v2(2) = 8.16, p < .05) but separate analyses for the two experimental manipu-
lations are given below.

3.2 Effects of Security vs. Technical Framing

There was a significant reporting difference when security vs. technical framing con-
ditions were compared (v2(1) = 7.65, p = .006). Reporting was higher when the
problem was framed as a technical (obs/exp. 35/27.3) rather than a security issue
(obs/exp. 18/25.7). The Phi statistic (Phi = −.25) also indicates that there is a mod-
erately strong relationship between framing and reporting. Incident reporting was lower
when the problem message suggested a security issue.

Table 1. Number of participants who reported (failed to report) the incident across the six
experimental conditions.

Benefit to self
(n = 41)

Benefit to other
(n = 37)

No benefit statement
(n = 48)

Technical framing (n = 65) 24 (0) 6 (11) 5 (19)
Security framing (n = 61) 7 (10) 9 (11) 2 (22)
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3.3 Effects of the Benefit Statement

The v2 statistic revealed a significant effect of including a benefit statement
(v2(2) = 33.84, p < .001). Incident reporting was higher when a benefit was implied,
particularly a benefit to self (obs/exp. 31/17.2). In the absence of such a statement,
reporting was much lower (obs/exp. 7/20.2). The Cramer’s V statistic (Cramer’s
V = .52) also indicates a strong relationship between message contents and reporting
responses.

3.4 Qualitative Analysis of General Problem Reporting

Comments were available from 121 of 126 participants. An exploratory analysis was
conducted using thematic analysis in order to understand the factors that drove a
decision whether or not to report an incident. The quotes provided in this section
illustrate the themes that were identified. These themes illustrate the tension between
threat perception, the cost of responding and the efficacy of reporting. Non-reporting
appeared to be influenced by the extent to which participants sensed a potential threat
(fear appraisal), or lack thereof. Some participants actually felt that the message itself
represented a threat (as an indicator of a virus or spam). For example, some do not
report the problem because: “I always feel like the message is a virus rather than an
actual warning;” “[it] could be a virus;” and “in case it’s a scam or a virus”. Others did
not perceive a threat and said they felt the message was unimportant or that they had
sufficient protection in place and were safe because, for, example “I have anti-virus
software.”

Another factor was the perceived efficacy of responding to the threat with partic-
ipants reporting that it “was not worth the effort” and would make no difference on the
grounds of past experience: “when reporting incidents in the past nothing has hap-
pened”. Failure to report may also be linked to uncertainty and lack of information. For
example, two participants said that they were “not sure how it works” and “don’t know
what it means or what it is”. That is, they were unsure of what was required of them or
where the information would end up.

A third factor concerned the potential costs associated with incident reporting (e.g.,
in terms of productivity costs incurred by the process of reporting). Individuals who did
not report problems were particularly attentive to the potential time and effort costs
associated with making the report. For example, one participant stated that it “makes it
go away quicker if I say no”. In addition, participants reported that “I just want to
continue doing what I was previously and did not want to report an error because of
the potential for disruption that may result in terms of “time and redirection.” Lastly
there was a suggestion that the request was inappropriate as they had previously been
“taught not to”, suggesting lessons learnt from another part of the security policy (i.e.
not clicking on links) was being misapplied in this context.

The participants who accept the error message as legitimate were more likely to go
on and report the error. This group recognized the importance of error reporting both
for themselves and others, seeking: “To hopefully draw attention to the problem and
ensure it is more likely to be fixed;” “to bring the problem to the attention of the
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website administrator so they can sort it out quicker;” “to try and stop it from hap-
pening from again;” “because it may improve future services;” and “improve site.”

4 Discussion

We found that the framing of a message could directly influence incident reporting.
Reporting was significantly higher when participants were presented with a technical as
opposed to a security framed message, which may relate to concerns participants
expressed about security-related messages as a possible social engineering attack. This
is a troubling finding when we consider how important security notifications could be
in helping us deal effectively with a threat. An additional interpretation (derived from
PMT) relates to the user’s judgment about whether incident reporting will be effective.
Again, users may be more likely to feel that their own organization could respond more
swiftly and more effectively in response to a technical problem than to a cybersecurity
threat. To a certain extent, people are beginning to habituate to such threats – believing
that they must simply accept cybersecurity incidents as part of the working environ-
ment. Finally, users may know how to report a technical problem, but be unsure of
what action to take in regard to a cybersecurity problem [11].

We also found a significant effect of the benefit message. Reporting frequencies
were higher when the message implied a benefit to self, followed by a benefit to others.
Reporting was lowest when no benefit information was provided. This was a simple,
but effective manipulation and it is interesting to speculate what further information
might be used to move users away from social loafing and nudge them into action.
Again, in theoretical terms we can see a link to PMT in that a benefit statement
explicitly tells users that making a report will produce a positive impact, either to self or
other.

4.1 Practical Implications

We deal firstly with the implications that are specific to cybersecurity contexts and here
we should note that attempts to nudge action within a security context can backfire. Our
manipulations were less effective in the security context and we are particularly con-
cerned about the way that participants felt the message itself could constitute a security
threat. We note work by [20] who found that users chose to ignore warnings, believing
them to be irrelevant, see [18] who showed that the contextualisation of a message
could create distrust and [44] showed that users are often reluctant to use an electronic
system to report an incident.

More generally, incident reporting typically represents a situation with unknown
“return on investment.” Investment here can be understood as the time a user spends on
making a report. We would suggest that feedback is important here to boost feelings of
efficacy. There should be some acknowledgement that a report has been made and if
possibly, some signal of that report’s usefulness would be helpful. This point relates to
work by [31], who argued that incident reporting will only be perceived as useful when

The Design of Messages to Improve Cybersecurity 9



the data is also used in system improvement and when reporters are made aware that it
was their feedback that led to these improvements.

While this study provides interesting evidence about the role of framing in
requesting action from a user, we acknowledge that this study was with a group of
students using work machines. As such it serves as a proof of concept, and the
robustness and transferability of the findings needs to be established as we move
forward. An important implication for researchers is to ensure that more work is carried
out in this area and that we establish a reliable evidence base about the effectiveness of
design interventions within cybersecurity.

4.2 Limitations and Future Steps

Our study provides some important insight into cybersecurity behavior, however, we
do acknowledge certain aspects of the study that may be perceived as limitations. In
terms of the use of a student sample, it is not unusual for researchers to pilot test
interventions with student samples (see examples such as [45–47] or cross-sectional
samples that include students (e.g., [7, 48]).

Given the design of the study, it was necessary to carefully monitor of the number
of individuals being allocated into each condition. As students are incentivized to
complete studies, the drop-out rate was speculated to be lower than with an organi-
zational sample. Choosing students allowed us to anticipate data collection issues
(including mid-terms and similar).

However, the use of student samples in the development of potential organizational
interventions provide an interesting sample. Students are exposed to cybersecurity
messages from their university. They are also unlikely to have had extensive IT training
or specific awareness training when joining the university. This provided us with a
homogeneous sample than we might get in a more age-diverse organizational setting
where individuals may have more expertise (and our effects may be diluted due to less
controllable factors). Students will take the behaviors they learn at university into their
working life.

This study was a pilot study to test experimental effects for which we lacked a solid
foundation, as cybersecurity research has not tackled this issue before. This provides
some evidence that these nudges can have a positive effect. However, replication of this
study is needed to validate this evidence. The next step would be to implement this
approach in organizational settings. This would allow us to ascertain if an effect is still
present in a real world setting.
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