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Abstract. This paper presents an algorithm to automatically detect interpersonal
stance in vocal signals. The focus is on two stances (referred to as ‘Dominant’ and
‘Empathic’) that play a crucial role in aggression de-escalation. To develop the algo‐
rithm, first a database was created with more than 1000 samples from 8 speakers from
different countries. In addition to creating the algorithm, a detailed analysis of the
samples was performed, in an attempt to relate interpersonal stance to emotional state.
Finally, by means of an experiment via Mechanical Turk, the performance of the
algorithm was compared with the performance of human beings. The resulting algo‐
rithm provides a useful basis to develop computer-based support for interpersonal
skills training.
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1 Introduction

Conversation is an important way to transmit information between individuals. However,
the content of what is said only determines one-third of the information that is commu‐
nicated. The rest involves prosody, gestures, facial expressions, and others signals [1],
which convey much information of speaker`s emotions [2]. In situations where physical
presence is not required, prosody is an important source to make the partners aware of
the emotional state of the speaker, what is crucial to follow social conventions and to
coordinate the interaction [1].

So, for human beings, prosody can be a useful cue to infer information about the
socio-emotional state of others. But also for computers, the ability to recognise this
in (human) conversation partners is a useful feature, because systems with this ability
may reduce user frustration, facilitate more natural communication, resulting in more
effective applications [3]. Examples of applications that may benefit from the ability
to recognise emotion in the user’s behaviour are learning environments for social
skills training, therapeutic applications for autistic patients, and entertainment games.

This research described in this paper was triggered by a larger research endeavour that
aims to develop a simulation-based training system for professionals that are often
confronted with aggressive behavior, with an emphasis on public transport employees [4].
For such a system, being able to recognise socio-emotional cues in the user’s voice is very
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important, as the tone of voice is an important factor in successful aggression de-escala‐
tion [5].

Specifically, when it comes to aggression de-escalation, the notion of interpersonal
stance plays an important role. Interpersonal stance can be seen as the relative position
speakers take in relation to the ongoing conversation [6]. To successful de-escalate aggres‐
sive behaviour, the stance of the de-escalator should depend on the type of aggression shown
by the aggressor. Here, the difference between reactive and proactive aggression is very
important: if the interlocutor shows reactive aggression (i.e. aggression caused by frustra‐
tion of the person’s own goals), the best solution is to show an empathic response. Instead,
if the interlocutor shows proactive aggression (i.e., aggression used as a means to satisfy
one’s own goals), the best solution is to show a more dominant response [5]. Hence, for an
effective training tool, it is important if the system is able to distinguish empathic from
dominant features in the user’s behaviour.

In the current paper, this is realised by developing an algorithm that detects empathy and
dominance in vocal signals, based on the OpenSmile toolkit [7]. This was done by creating
a database with 1383 samples from 8 speakers from different countries. In addition to
creating the recognition algorithm for interpersonal stance, these samples are analysed in
more detail, to gain more insight into the nature of empathic and dominant speech (and in
particular, in their relation to emotion). Finally, by means of an experiment via Amazon’s
Mechanical Turk, the performance of the algorithm is compared with the performance of
human beings.

The remainder of this article is structured as follows. Section 2 discusses some back‐
ground information about aggression de-escalation as well as the concepts ‘empathy’ and
‘dominance’. Section 3 describes the algorithm to detect interpersonal stance in vocal
signals, as well as an analysis of its performance. Section 4 presents the experiment that was
conducted to compare the performance of the algorithm with the performance of human
beings. Section 5 presents a conclusion of the research.

2 Background

2.1 Aggression De-escalation

Aggressive behaviour may be caused by a variety of factors. Hence, in order to de-
escalate aggression, it is important to recognize the type of aggression that the interloc‐
utor is showing, and subsequently, to show the appropriate communication style (or
interpersonal stance) in your own behaviour.

With respect to the type of aggression, two main categories are distinguished in the
literature: aggression can be either reactive (or emotional) or proactive (or instru‐
mental) [8]. In case of reactive aggression, the aggressive behaviour is typically a
response to a negative event that frustrates a person’s desires [9]. Such a person is likely
to become angry with respect to whatever stopped him or her from achieving his goal.
For example, a client may become very aggressive against a desk employee who tells
him that their product is sold out, even if this employee cannot do anything about this.

In contrast, proactive aggression refers to aggressive behaviour that is used ‘instrumen‐
tally’, i.e., to achieve a certain goal. Such behaviour is not a direct response to a negative
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event and is less strongly related to heavy emotions. Instead, it typically is a more planned
and calculated type of aggression, often in the form of intimidation. For example, a child
may start bullying his classmates because he wants to have power over them.

Based on observations in animals, it has been proposed that reactive aggression is
‘hot-blooded’, and that proactive aggression is ‘cold-blooded’. As a result, the difference
between both types of aggression can be recognized (besides looking at the context) by
closely observing the non-verbal behaviour of the aggressive individual. The reason for
this is that reactive aggression is usually paired with a lot of physiological and behav‐
ioural arousal indicating negative affect (such as a flushed face, gestures, and fast
speech). Instead, proactive aggression comes with fewer signs of anxiety, but with cues
like a dominant posture, slower speech, and sometimes even a smile [8].

Because of the different nature of both types of aggression, it takes a very different
approach to deal with each of them. When dealing with an emotional aggressor, suppor‐
tive behaviour from the de-escalator is required, in order to reduce the aggressor’s level
of arousal. This can be achieved for instance by ignoring the conflict-seeking behaviour,
calmly making contact with the aggressor, actively listening to what he has to say,
showing empathy, and suggesting solutions to his problems (see [5]).

Instead, to de-escalate instrumental aggression, showing too much empathy will only
make the situation worse, as the aggressor will be reinforced in his belief that his deviant
behaviour pays off. In such a case, a directive response is assumed to be more effective.
This means that it is necessary to show the aggressor that there is a limit to how far he
can pursue his aggressive behaviour and to make him aware of its consequences [10].

A summary of the differences between reactive and proactive aggression is shown
in Table 1. Although there is some debate in the literature about whether these two types
are really disjoint, in practice, it is often useful to treat them as such because it gives
clear guidelines on how to act in confrontations with aggressive individuals1.

Table 1. Reactive versus proactive aggression.

Reactive aggression Proactive aggression
Synonym Emotional aggression (‘hot-

blooded’)
Instrumental aggression (‘cold-
blooded’)

Underlying
mechanism

Behaviour influenced by an
emotional state, resulting from the
frustration of own goals

Planned, learned behaviour, using
intimidation as a means to achieve
own goals

How to
recognize?

Context, flushed face, gestures, fast
speech, …

Context, dominant posture, slower
speech, smiling, …

How to de-
escalate?

Ignore conflict-seeking behaviour,
show empathy, help solve problem

Draw a line, confront aggressor with
behaviour, point out consequences

1 For instance, discussions with domain experts in public transport pointed out that the ability
to distinguish between reactive and proactive aggression is a key element in their training
program.
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2.2 Interpersonal Stance

As mentioned earlier, our long term goal is to develop a simulation-based training system
for professionals that are often confronted with aggressive behaviour. Inspired by the liter‐
ature discussed in the previous section, this system is centred around two main learning
goals, namely (1) recognizing the type of aggression of the conversation partner (i.e., reac‐
tive or proactive), and (2) selecting the appropriate interpersonal stance towards the conver‐
sation partner. Regarding this interpersonal stance, guidelines for how to act are summar‐
ized in the last row of Table 1. In the remainder of this paper, we will use the terms Empathic
and Dominant to refer to the appropriate styles to deal with reactive and proactive behav‐
iour, respectively.

We envision a training tool that is able to analyse the behaviour of the trainee, and auto‐
matically distinguishes Empathic cues from Dominant cues, in particular with respect to the
vocal signals of the trainee’s speech. This allows the system to provide feedback on the
extent to which the trainee shows the appropriate interpersonal stance to de-escalate a
particular aggressive situation. As a first step towards this system, the current paper aims to
develop an algorithm that detects Empathy and Dominance in a user’s voice. The algorithm
will make use of the OpenSmile toolkit [7]. To obtain training data, a number of speakers
from different countries will be asked to speak sentences by using either an Empathic or a
Dominant interpersonal stance.

To define the concepts of Empathic and Dominant in an unambiguous way, they are
related to specific points in circumplex [11]. This theory, also known as Leary’s Rose, is
often used in training interpersonal skills, and assumes that interpersonal behaviour can be
represented as a point in a two-dimensional space determined by the dimensions affiliation
(positive versus hostile, or ‘together versus opposed’) and power (dominant versus submis‐
sive, or ‘above versus below’); see Fig. 1. Based on discussion with experts in aggression
de-escalation training, we define the communicative style called Empathic as the border of
the categories ‘Helping’ and ‘Cooperative’, and the style called Dominant as the border of
the categories ‘Competitive’ and ‘Leading’.

Fig. 1. Leary’s Rose.

Human vs. Computer Performance in Voice-Based Recognition 675



In addition to developing the recognition algorithm, we aim to gain more insight in the
very nature of ‘Empathic’ and ‘Dominant’ behaviour, respectively. Even though the distinc‐
tion seems to be evident based on the explanation above, it may be the case that different
individuals interpret these terms rather differently, and show large differences in behaviour
when they are asked to produce Empathic and Dominant speech. So, another goal we have
is to investigate whether we can identify some common features in people’s speech when
they are asked to produce Empathic and Dominant behaviour, respectively. To this end, we
will relate the Empathic and Dominant samples to the Arousal-Valence circumplex of
affect2 [12], which is an accepted theory in the literature on emotion. This theory views
emotions as states that can be represented as points within a continuous space defined by two
dimensions, namely valence (i.e., the level of pleasure) and arousal (i.e., a general degree
of intensity).

Next, we are interested in the performance of the interpersonal stance recognition algo‐
rithm compared to the performance of humans: are computers better in distinguishing
Empathic from Dominant behaviour in vocal signals than human beings are? And related to
this, is Empathic behaviour more difficult to recognize than Dominant behaviour? To this
end, an experiment via Amazon’s Mechanical Turk will be set up, in which users are asked
to listen to the same samples as used to train the recognition algorithm and classify them as
either Empathic or Dominant.

Finally, recognizing the style (the ‘how’) of an utterance may interfere with processing
the content (the ‘what’) of what is said, which may or may not be consistent with the style.
Therefore, an interesting question is whether it makes a difference if people understand what
is being said. To this end, we also investigate if people’s performance correlates with
whether or not the spoken fragments are in a language that they understand.

To summarize, this paper aims to address the following main questions:

1. Can we develop an algorithm that automatically distinguishes Empathy and Domi‐
nance in a user’s vocal signals?

2. Is it possible to relate the concepts of ‘Empathic’ and ‘Dominant’ to specific posi‐
tions in the Arousal-Valence circumplex?

3. How does the performance of the algorithm compare with the performance of human
listeners?

4. Are Dominance and Empathy equally difficult to recognize (both for humans and
computers)?

5. Is the performance by human listeners influenced by whether or not they understand
the language of the spoken fragments?

3 Automated Recognition of Interpersonal Stance

In order to answer the questions described above, we developed an algorithm to identify
Dominance and Empathy in vocal signals. The algorithm is pluggable into a variety of

2 Note that there is an important difference between the interpersonal circumplex and the arousal-
valence circumplex: the former is assumed to address interpersonal stance, whereas the latter
addresses individual emotions (independent of stance).
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human-computer interaction applications, enabling a system to classify the user’s voice in
real time. In the following sub-sections, the approach to develop the algorithm is explained,
as well as its results. In Sect. 4, its performance is compared with that of humans.

3.1 Training and Test Dataset

The data to train and test the algorithm were collected from 8 different people, in 2 different
languages. Four of the participants (2 male and 2 female) are native Dutch speakers from
The Netherlands, and the other four (2 male and 2 female) are native Portuguese speakers
from Brazil. One Dutch male and one Dutch female were professional trainers from the
public transport company in Amsterdam, and had expertise in aggression de-escalation.
Because the languages Dutch and Portuguese origin from different roots, they have different
prosody characteristics, as described in [13]. This was done to prevent the algorithm from
overfitting to one single style of prosody, and to check if there are differences between
languages in terms of how people produce Dominant and Empathic speech.

For each participant, at least 50 Dominant voice samples and 50 Empathic voice samples
were recorded. The first participants recorded 100 samples of each type, and after a prelimi‐
nary validation, it was noted that the algorithm is able to learn the required patterns with less
than 50 samples. Hence, it was decided to record 50 samples for the rest of the participants.
All voices were recorded using the same microphone, following the same procedure. Before
the start, our interpretation of the terms Empathy and Dominance was explained to all
participants (i.e., their positions in Leary’s Rose as explained in Sect. 2), and examples of
sentences were provided. These sentences addressed situations in public transport in which
either an Empathic or Dominant stance could be used (e.g., ‘You are not allowed to bring
hot coffee in this tram’). All participants started recording the sentences with an Empathic
style, after which they recorded the same sentences with a Dominant style.

Table 2 shows an overview of the samples that were recorded. Some people
recorded more samples than others and some samples were discarded because they
lasted less than 3 s, which makes it difficult to extract features from the voice. This
dataset was used to train and test the recognition algorithm, but also in a follow-up
experiment to test the performance of human listeners (as explained in Sect. 4).

Table 2. List of vocal samples recorded.

Nationality/Language Genre Type Person 1 Person 2
The Netherlands/Dutch Male Empathic 114 100

Dominant 124 100
Female Empathic 96 59

Dominant 100 59
Brazil/Portuguese Male Empathic 111 49

Dominant 98 50
Female Empathic 89 59

Dominant 101 59
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3.2 Recognition Algorithm

The functioning of the recognition algorithm is divided into a training part and a clas‐
sification part. They run in cycles one after another, starting with the training part. As
shown in Fig. 2, the OpenSmile toolkit [7] was used to extract a total of 6552 features
from each sample. The extracted features are based on the INTERSPEECH 2010 Para‐
linguistic Challenge feature set [7]. After that, the non-significant features were removed
using the InfoGainAttributeEval algorithm [14]. All features with no information gain
were removed, reducing the features to a total of 4959. After that, a Support Vector
Machine (SVM) algorithm was trained and a SVM model was generated (through the
method described in [15]) to be used for the classification part.

Fig. 2. Block Diagram of the algorithm.

Many algorithms were tested for the task of classifying samples as Empathic or
Dominant. Of these algorithms, SVM was selected because it resulted in the best
performance. Moreover, it is one of the most frequently used algorithms when it comes
to emotion recognition in vocal signals, see for instance [16–18]. The classification part
of the algorithm runs for a fixed period of time, classifying and storing the new samples.
After that, it returns to training part, in order to train the algorithm again using the old
and the new samples and to update the SVM model for a new classification round.

3.3 Performance of the Algorithm

The algorithm was validated with 10-fold cross validation and reached an overall accu‐
racy of 94.58%, with root mean squared error of 0.23. Table 3 shows the results of this
evaluation. In addition to the overall accuracy, the accuracy is shown for classifying
only the Dominant, Empathic, Dutch, and Portuguese samples. As can be seen, the
Empathic samples appeared a bit easier to classify than the Dominant samples. Similarly,
the Dutch samples were a bit easier to classify than the Portuguese samples.
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Table 3. Computer performance accuracy.

All samples Empathic
samples

Dominant
samples

Dutch
samples

Portuguese
samples

Algorithm #samples 1383 823 560 755 628
Accuracy 94.58% 96.80% 91.60% 96.82% 92.04%

In addition to the above, Table 4 shows a confusion matrix based on the 10-fold cross
validation.

Table 4. Confusion Matrix for 10-fold cross validation.

Actual Predicted
Dominant Empathic Total

Dominant 534 49 583
Empathic 26 774 800
Total 560 823 1383

Finally, the performance of the algorithm was tested by gradually increasing the size of
the training set. Figure 3 illustrates how the accuracy increases with a larger number of
samples. Notably, there is a substantial increase in accuracy until about 40 samples (reaching
94%), after which the accuracy stabilizes between approximately 96% and 98%.

Fig. 3. Performance of the algorithm related to the number of training samples.

Overall, these results are good, which allows us to give an affirmative answer to our first
research question put forward in Sect. 2.
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3.4 Relation to the Arousal-Valence Space

To be able to answer our second research question, we changed the SVM model to
measure Arousal and Valence. According to many papers [12, 17, 19] it is possible to relate
samples of human speech to emotional states, represented as points in the Arousal-Valence
space. The question answered in this section is whether there is a pattern when projecting
our Empathic and Dominant samples in this A-V space. Figures 4 and 5 show these results
for the 8 volunteers that we used to create the dataset. As can be seen, in most cases a clear
separation is visible between the Dominant and the Empathic samples, which confirms our
finding that it is possible to distinguish between both stances. However, interestingly, the
exact pattern differs per individual. For example, the pattern for participant B1 is completely
different from the pattern for participant D2. On average, Dominance seems to be corre‐
lated with a slightly higher arousal than Empathy, whereas the correlation with Valence
seems to depend on the individual.

Fig. 4. Arousal and Valence distribution of Dutch samples. Dominant samples are indicated by
a cross, whereas Empathic samples are indicated by a circle.

Studying the values of Figs. 4 and 5 in detail, another interesting observation is that the
Dutch samples are generally closer to each other, while the Portuguese samples are more
spread over the entire spectrum. Possibly, this could be linked to cultural aspects, since all
Dutch speakers are from The Netherlands and all Portuguese speakers are from Brazil.
Another possible explanation would be that the Portuguese language in itself covers a wider
spectrum of prosodic characteristics.

In any case, it is clear from these pictures that there is no direct mapping between the
Dominant-Empathic dichotomy and the A-V space. This is interesting, because the algo‐
rithm nevertheless showed a good performance in classifying the samples as Dominant or
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Empathic, and this algorithm applied the same model to all 8 speakers. So, apparently, it
makes use of more low level features that cannot be directly related to the A-V space.

4 Human Recognition of Interpersonal Stance

To be able to compare the performance of the algorithm with the performance of human
beings, an experiment via Amazon’s Mechanical Turk was set up. The experiment and
the results are described in this section.

4.1 Participants and Design

Via Amazon’s Mechanical Turk, 88 participants from 3 different countries were
recruited: 32 Portuguese speakers that are not able to understand Dutch, 26 Dutch
speakers that are not able to understand Portuguese and 30 people from the Philippines
that do not understand Portuguese nor Dutch.

Each participant performed the experiment on-line, using the following procedure.
They were offered 32 samples which they could hear by clicking a button, and for each
of them they were asked to classify them as either Empathic or Dominant. The 32
samples were taken randomly from the database described in Table 2, with the restriction
that they included 4 samples from each {language X gender X stance} combination.
That is, they were offered 4 samples that were Dutch, Male, and Dominant, and so on.

Fig. 5. Arousal and Valence distribution of Portuguese samples. Dominant samples are indicated
by a cross, whereas Empathic samples are indicated by a circle.
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4.2 Performance of the Human Participants

Table 5 shows the performance of each group, highlighting in bold their overall accuracy.
As shown in this table, the overall performance of the human participants is substantially
lower than the performance of the algorithm. This provides an answer to our third research
question put forward in Sect. 2.

Table 5. Human performance results in Empathy and Dominance Recognition.

All samples Empathic
samples

Dominant
samples

Dutch
samples

Portuguese
samples

Dutch
Speakers

Accuracy 69.71% 73.79% 65.62% 73.31% 66.10%
Average 18.12 19.18 17.06 19.06 17.18
σ 3.57 3.00 3.78 2.96 3.87

Port.
Speakers

Accuracy 71.67% 81.64% 61.71% 76.36% 66.99%
Average 22.93 26.12 19.75 24.43 21.43
σ 5.71 3.05 5.96 3.60 6.90

No Dutch
and Port.
Speakers

Accuracy 70.52% 73.95% 67.08% 73.12% 67.91%
Average 21.15 22.18 20.12 21.93 20.37
σ 4.28 3.77 4.51 3.78 4.60

Additionally, the differences in performance between the groups seems to be small,
which indicates that none of the groups performed significantly better in the classification
task. This was confirmed by executing paired t-tests between the groups. Only for classi‐
fying the Empathic samples, the Portuguese participants turned out to perform significantly
better, with 81.64% accuracy, than the Dutch participants, with 73.97% accuracy (p < 0.01)
and the participants from the Philippines, with 73.95% accuracy (p < 0.01).
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Fig. 6. Number of hits of Dutch participants for each question of the experiment.
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We also tested whether the performance of the participants increased over time (i.e.,
during the experiment). Results about this are shown in Figs. 6, 7 and 8. The question
numbers are on the horizontal axis, whereas the number of participants that gave a correct
answer is on the vertical axis. These numbers are absolute numbers, which explains why
they are highest for the Portuguese group (which was the largest group). The main observa‐
tion is that in all of these graphs, there are no increasing (or decreasing) trends, what means
that the participants did not improve throughout the experiment. This is a fundamental
difference with the computer algorithm, which showed a strong improvement in perform‐
ance until 40 samples and after that remained constant (Fig. 3).
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Fig. 7. Number of hits of Portuguese participants for each question of the experiment.
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Fig. 8. Number of hits of Philippine participants for each question of the experiment.

Human vs. Computer Performance in Voice-Based Recognition 683



More importantly, we tested for the total set of human participants whether they
found Dominance and Empathy equally difficult to recognize. As shown in Table 5, it
turned out that the Empathic samples (76.46%) were recognized more easily than the
Dominant samples (64.80%). An unpaired t-test confirmed that this difference was
significant (p < 0.001). This result is similar to the results for the automated algorithm,
which also had a bit more difficulty with recognizing the Dominant samples. This gives
answers to our fourth research question.

Finally, our fifth research question was whether the performance of human listeners
is influenced by whether or not they understand the language of the spoken fragments.
To investigate this, we compared the average performance over all samples classified
by a listener that understood the language (i.e., all Dutch samples classified by Dutch
participants plus all Portuguese samples classified by Brazilian participants) with the
average performance over all other samples. And unpaired t-test confirmed that the
difference between these two performances was not significant (p = 0.50). Hence, in our
experiment, being able to understand what was said did not help (or hinder) participants
in recognizing how it was said.

5 Conclusion

This paper presented an algorithm to automatically detect interpersonal stance in vocal
signals, especially related to Dominance and Empathy. In addition, an experiment was
performed in which we investigated how well human beings performed in the same task.
Five research questions were addressed, which yielded the following results.

First, the results of the algorithm points out good perspectives related to the capacity
of computers to identify Dominance and Empathy. The average accuracy is 94.58%.
Considering the results and the fact that the classification is real-time, it seems promising
to apply the algorithm in serious games or other human-computer interaction applica‐
tions in order to enrich the user’s experience. In particular, in follow-up research we aim
to use the algorithm for an aggression de-escalation training system for public transport
employees.

Second, it was explored whether the concepts of Empathic and Dominant could be
related to specific positions in the Arousal-Valence circumplex. In our experiments, we
observed that Dominance and Empathy are generally well distinguishable when mapped
into this space. However, the way in which both stances are distinguished seems to differ
per individual.

Third, it was found that the algorithm substantially outperformed human listeners,
which on average reached a performance of 70.64% in the recognition task. The rela‐
tively low performance of human beings may also be explained by the fact that in real
life, humans use much more than only vocal signals to classify emotions. For instance,
they typically combine facial expression, speech content, background knowledge about
culture, context situation, and so on. On the other hand, as suggested in [20], computers
can also make use of such information to improve their performance.

Fourth, both for human and computer, there turned out to be a slight difference in
the capability to recognize Dominance and Empathy. The algorithm performs 5.2%
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better in classifying Empathy (96.8%) than Dominance (91.6%). The same trend was
found for the 3 groups of participants, where the Empathic samples (76.46%) were
recognized more easily than the Dominant samples (64.80%).

Finally, we found that the performance of the human participants was not influenced
by whether or not the listener understands the language of the spoken fragments. Hence,
being able to understand what was said did not help (or hinder) participants in recog‐
nizing how it was said.

The outcome of this research is two-fold: on the one hand, it resulted in an algorithm
that can be useful for the development of human-computer interaction applications (in
particular in the domain of aggression de-escalation training). On the other hand, it sheds
more light on how human beings recognize interpersonal stance based on vocal signals,
and how they differ in this task from computer algorithms.
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