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Abstract. This paper addresses the problem of animal detection in natural
environment from aerial videos. Since the natural environment is usually com-
posed of several fundamental elements such as trees, grass, streams, etc., it is
proposed to distinguish the animal by categorizing the background into several
classes. From the manually labeled samples, texture as well as brightness features
are extracted to train a feedforward Neural Network. Then the classifier is applied
to filter the test frame to locate potential animal regions. Four texture measures
calculated from Grey Level Co-occurrence Matrix (GLCM) are used for texture
feature description. Instead of obtaining these texture measures from grey level
images, it is proposed to carry out calculation for every channel of the RGB
image. The implemented results illustrate that this feature extraction method
works well and the texture feature is a decisive factor in background categorizing.

Keywords: Image segmentation - Background categorization - Texture
analysis + Animal detection * Neural network

1 Introduction

1.1 Animal Detection in a Natural Environment

Applications of Unmanned Aerial Vehicles (UAVs) are of great benefit to the field of
nature conservation. Compared to conventional ways of wildlife surveys, it is far more
economical to collect information from the region by flying a UAV (mounted with a
proper camera) across it. It is especially efficient in some real-time tasks, such as
monitoring and anti-poaching. The possibility of applying computer vision techniques
to automatically analyse the aerial videos are increasingly being investigated [1, 2].
In general, tasks that wildlife conservation may concern include: (1) Counting the
number of animals to monitor the distribution and abundance of animal species.
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(2) Identification and investigation of a particular animal. (3) Tracking and monitoring
of a herd and risk estimation. Animal detection in the video is to decide whether or not
an animal of specific species is present in the scene and where it is located.

Most object detection algorithms are based on machine learning mechanisms.
Different views of an object were learned by a set of classifiers using positive and
negative examples. By dividing the image into standard-sized sub-windows (patch)
and passing them through trained filters, it can be then determined the existence and
location of the object. For example, the neural networks [3], support vector machines
[4], Bayesian networks [5] and deep learning approaches [6]. Neural networks play
very important role in pattern recognition and have a wide range of applications in
pedestrian detection [7], speech recognition [8], handwriting recognition [9], finger-
print analysis [10] and so on.

The modern object detection and classification tasks usually cope with ground
perspective images with the scale of the object occupying the greatest portion of the
image. The problem of animal detection in natural environment from aerial images has
not significantly been addressed.

Based on the nature of the problem, it is proposed not merely learn the pattern of
the animal but learn the pattern of background alongside by categorizing it into dif-
ferent classes. A feedforward neural network is trained to form a classifier because its
architecture is prone to multi-class classification. Texture features are extracted as input
for the neural network. By sliding the neural network filter across the testing video
frame, the regions where animals exist are successfully highlighted.

1.2 Background Categorization

There are two hypotheses behind this research. Firstly, there are finite visual elements
that a general natural environment can be divided into. Secondly, the classes, both the
animal and subclasses of the background can be distinguished by Neural Network
applying proper feature descriptor. It is proposed to us texture features along with
brightness to discriminate different classes in the scene.

Texture describes the content of the object surface. The surface of an object can be
considered as a composition of elementary structures, and it is made recognizable due
to the balanced presence of some specific elementary structures in it.

Texture feature description is a key step in deciding performance of the Neural
Network classifier. There are several texture feature extractors [5] such as Grey-Level
Co-occurrence Matrices (GLCM), Local Binary Pattern operator (LBP), Local Phase
Quantization (LPQ), and Gabor filters. GLCM measures some statistical characteristics
of an image. It has proven to be a very powerful basis for texture feature extraction and
has been widely used in areas such as texture classification, remote sensing, medicine,
biology and agriculture [11-14].

The GLCM and the four texture measures calculated from it are used as texture
feature descriptor to train the Neural Network classifier. It is proven to be effective in
background categorization as well as animal detection.
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2 Theoretical Background

21 GLCM

The Grey Level Co-occurrence Matrix (GLCM) is often used for a series of “second
order” texture calculation, which considers pixel neighbouring relationships. It mea-
sures how often different combinations of pixel brightness values or grey levels occur
in an image. GLCM is based on the relationship between two pixels. The spatial
relationship between a reference pixel and its neighbour pixel defines the offset.

To reduce the size of the GLCM and increase the occupancy level of the matrix, the
quantization level is set to 16.

To demonstrate the GLCM data structure, the image (300 X 300 pixels) shown in
Fig. 1 is used as an example. The corresponding GLCM data is depicted in Fig. 1,
where the grey level is set to 8 for convenient display. The highlighted cell at row 3,
column 2 means the combination 3, 2 occurs 2956 times in the image, where the grey
level of the reference pixel is 3 and its immediate neighbour on the left (defined by the
offset) is 2.
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Fig. 1. An example image and its corresponding GLCM

2.2 Texture Measures from the GLCM

Texture calculations are weighted averages of the normalized GLCM cell contents.
Certain measures are based on the contrast information while others are based on the
orderliness and the descriptive statistics of the GLCM texture measures. The following
describes only the texture measures from GLCM which are used in this paper

Cn=3 "> li—iPPi.j) (1)

where Cn is the measure of contrast, P (i, j) is the content of the normalized GLCM at
row i and column j, illustrating the occurrence probability of gray level i and ;.

Co — Zi Zj (i—mw) (;i_o-jﬂj)P(i»j) (2>

where Co is the measure of correlation, u; u; o; o; are the means and standard

deviations respectively. Correlation is a measure of how correlated a pixel is to its
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neighbour over the whole image. A value of 0 implies that the pattern is uncorrelated, 1
implies perfect correlation and —1 implies that the spatial set exhibits a dissimilar,
deterministic structure.

E=)" ZjP(i, i’ (3)

where E is the measure of energy. Energy will be equal to 1 for a constant image.

P(i,j
H:Zizj‘l_yﬁfj_)j ()

where H is the measure of homogeneity.the closeness of the distribution of elements in
the GLCM to the GLCM diagonal. In the homogeneity measure, the weight values are
the inverses of the contrast weight values. As we move further away from the diagonal,
the weights decrease quadratically.

3 Proposed Method

Figure 2 shows the flow chart of the proposed method. With the aerial video captured
from a natural environment, it is at the first place to investigate the visual elements
existing in the scene so that the animal and elements of the background can be assigned
a class name. Training data of the Neural Network classifier is obtained by taking some
frames from the video. These video frames will be partitioned into sub-windows of
standard size, which are also called “patches”. A set of patches for each class will be
achieved through manual labelling. The classes will include the animal and subclasses
of the background. Features extracted from the patch are used as input for the Neural
Network classifier.

In the testing procedure, for each frame of the video clip, a window of proper size
will slide end-to-end across the whole image. The window region from the image will
be taken and GLCM and texture measures will be calculated. The Neural Network
classifier will assign each patch a class name. Patches classified as animal will be
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Procedure GLCM Procedure
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\ measures /
Calculate
Neural . Labelled | Post
{ GLCM ] » [ Network ] . [ Classifies ] . [ patch ] = [ Processing ]
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Fig. 2. Flow chart of the proposed method
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highlighted to form the detection. Further processing such as morphological operations
can be applied to reduce errors and improve the results.

The testing video is captured from a typical natural environment in South Africa.
The original frame size is 1080 X 1920 pixels. Animals existing in the video are mostly
blesboks. The method is implemented on this video for a detailed explanation.

3.1 Selection of Patch Size

The resolution and scale of the patch make the texture of objects’ surfaces different,
especially for an animal, which has a clear silhouette. Empirically, the training and
testing patch size chosen here is 40-by-40 pixels. One reason is that in the testing video,
texture in this size is discernible and can be described properly. Another reason is that,
under such setup, animals shall contain hundreds of pixels, and an animal in this size
will consist of several patches, it is more stable than forming a detection using a single
patch. For comparison, results of 100-by-100-pixel patch size are illustrated in the next
section.

It is left to the future work to train a classifier for animals that are viewed from a
distance by supplying enough relevant training examples, or using adaptive patch sizes
according to the estimated distance from the camera to the animals.

3.2 Background Categorization

The required number of classes needed for the Neural Network classifier depends on the
classification performance. It will be sufficient to train a two-class (animal and back-
ground) classifier as long as the performance is good enough. Categorizing the
background into different classes will help form a background model, so that the ani-mal
is distinguished if it does not match any subclasses of the background. Figure 3(a)
shows some example textures of different elements captured from different scenes.
Potential classes are placed in bounding boxes of different colours. Notice that the 4th
and 5th patches exhibit similar texture patterns, though the environment looks different.
In Fig. 3(b), 3-D points representing texture features of each patch are plotted. The point
value P = [x, y, z]” is derived by calculating three texture measures (Contrast, Corre-
lation, Homogeneity) of the GLCM of each patch. It can be seen that the distance
between different elements, and the measures of the 4th and 5th patch are quite close.

In our testing video, five classes are finally selected which are blesbok, bush, ground,
gravel and shadow respectively. It is worth mentioning that the class “shadow” (as the
second patch in Fig. 3(a)) is not a real object in the background, but an “element” that
shares a common texture pattern. This categorization may not include all the elements in
the scene, but is sensible and easy for training and testing. Figure 3(c) takes 10 manually
assigned patches of each class and visualizes the distance between the texture measures
of the classes. The point values are derived in the same way as in Fig. 3(b).
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Fig. 3. (a) Texture of different elements and potential categorization (b) Texture measures of the
six patches (c) Example texture measures from every class

3.3 Feature Extraction

Feature extraction is essential to the classification performance. As described before,
the GLCM is a 16-by-16 matrix derived from the specific patch. The texture measures
calculated from the GLCM can be used to describe the texture feature:

F1 = [Cn,Co,E,H]" (5)

where Cn, Co, E, H are Contrast, Correlation, Energy and Homogeneity respectively.

As the GLCM is calculated on grey-scale level, it might neglect some useful
information in the colour domain. In this case, it is proposed to calculate the GLCM and
texture measures for every single channel of the RGB image. The descriptor vector is:

F2 = [Cn,,Cng, Cny, Co,, Cog, Cop, Er, Eg, Ey, H,, H, Hp| r (6)
where the subscripts 1, g, b represents corresponding measures calculated from the 3

channels respectively. This feature extractor for 3 colour channels will be proven to
have a higher distinguishing capacity compared to the traditional GLCM.
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As shown in Fig. 2(c), the black asterisks representing the class shadow seem to not
be distinguishable enough from other classes. Herein, brightness feature is introduced
by calculating the average intensity of the grey level image:

F3 = [1,Cn,, Cng, Cny Co,, Cog, Cop, Ey, Eg, Ey, Hy, Hy, Hy) " (7)

where I is the average intensity of the grey level image. In the next section, the feature
descriptor mentioned will be compared, as well as describing the brightness feature by
calculating the average intensity of 3 channels of the colour image. The feature
descriptor for the Neural Network will be a 15-by-1vector, denoted as:

F4 = [I,,1,,1,, Cn,, Cng, Cny, Co,, Coy, Cob,E,,Eg,Eb,H,,Hg7Hb]T (8)

where I, I,, I, are the average intensity of the red, green and blue channel of the colour
image respectively.

3.4 Neural Network

In this work, a tow-layer feedforward neural network with a sigmoid transfer function
in the hidden layer and a softmax transfer function in the output layer classified the
vectors well. The diagram of the neural network structure is shown in Fig. 4. Vectors of
size 15-by-1 are inputs for the network. The 5 output neurons correspond to the 5 target
classes. Experiments showed that 10 neurons in the hidden layer generates promising
results. Most of the training algorithms do not have significant influence on estimation
performance. And the training time and number of iterations do not matter much with
such small data. The results illustrated in the next section are trained using the learning
algorithm: Scaled Conjugate Gradient (SCG), as described in [15].

In the test, 25 frames are selected from the video sequence, after manually label-
lingm the counts of the input data for each class are 322, 684, 1244, 524, 244 (blesbok,
bush, ground, gravel, shadow). 70 % of the data was divided for training, 15 % for
validation, and the last 15 % for testing.

Input Hidden (10) Onput

Fig. 4. Neural network structure diagram
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4 Results and Discussion

For illustration purposes, Fig. 5(a), (b) and (c) are chosen from the testing video to
demonstrate the results. The animals are from the same herd in subsequent frames of the
testing video, but postures and sizes of the blesboks in Fig. 5(b) are different from (a), and
the saturation in (c) is different from (a) and (b). These 3 scenarios are chosen to depict the
effects of animal postures and the size on the proposed method as well as changes in
lighting conditions. Inputs for the Neural Networks related in Fig. 5 are the same, which
are texture measures calculated from R, G, B channels of the patch (F2 in (6)).

) & 0

Fig. 5. Detection results when only take the texture measures from 3 colour channels as
descriptor (F2 in (6)). (a), (b), (¢) original images (d), (e), (f) detection results in 5 classes (g), (h),
(i) detection results in 2 classes (j), (k), (/) detection results of 100-by-100 patch size and in 3
classes
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Figure 5(d), (e) and (f) show the detection results in 5 classes (blesbok, bush,
ground, gravel, shadow) and the 40-by-40 patch size as described in the previous
section. The results look promising with nearly no part of the animal excluded from
detection. Most parts of the animals’ body are highlighted and due to the selection of
the patch size, most of the animals are covered by at least 2 bounding boxes. This will
make it easy to filter out false detections by requiring a minimum number of hits within
region. Different postures of the animals have little effect on the detection performance.
Variation in saturation also doesn’t influence the detection of the animals much but the
portion of background classified as animals does increase, as shown in (f).

Figure 5(g), (h) and (i) are the detection results of categorizing the output to 2
classes (blesbok, background) with the selected 40-by-40 patch size. With all the
elements besides blesbok treated as “background”, the results are obviously not as neat
as in 5 classes, with more of the background being classified as part of the animal class.

Figure 5(j), (k) and (1) are the detection results in 3 classes (blesbok, background
and shadow) using a 100-by-100 patch size. Using this patch size, a single detection of
an animal will not contain more than 1 bounding box making it difficult to erase the
false positive detection and the animal is easily lost, making the result noisy.

Figure 6 shows detection results of different feature extraction methods. The
original images are the same as in Fig. 4, and output of the Neural Network classifier

) | n 0

Fig. 6. Detection results all in 5 classes with different feature extraction methods. (a), (b), (¢) 4
texture measures calculated from GLCM (F1in(5)) (d), (e), (f) 12 texture measures with average
intensity of grey level image (F3in(7)) (g), (h), (i) 12 texture measures with average intensity of
each channel (F4in(8)).
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consists of 5 classes. Figure 6(a), (b) and (c) take the 4 texture measures of the GLCM
as input descriptor, as F'1 in (5). Input descriptor vector for Fig. 6(d), (e) and (f) is F3
in (7), and F4 in (8) for Fig. 6(g), (h) and (i). Results generated by using Neural
Network input vectors F1, F2, F3, F4 will be referred to as method I, II, IIT and IV
respectively.

Introduction of brightness feature makes the class “shadow” more distinguishable
from other classes. Difference is obvious in scenes without animals. Figure 7(a), (b) and
(c) shows false positive detections using method I, III, IV separately. In Fig. 7(a),
shadows of the bush are totally not distinguished from the class “blesbok”. Results are
promoted by introducing the average pixel intensity as input descriptor as in Fig. 7(b).
Figure 7(c) achieves the best performance, where average intensity values of R, G, B
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Fig. 7. (a), (b), (¢) False positive detections of discriptor F1,F3,F4 seperately (d), (e),
(f) Classification confusion matrix of discriptor F'1, F3, F4 seperately.

Matrix

Discriptor F2 Confusion Matrix

Output Class

Target Class Target Class
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Fig. 8. Neural network classification confusion matrix (a) confusion matrix of descriptor F2 (b)
confusion matrix of 4 background subclasses taken as background.
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channels are calculated separately. Method IV also achieves the best classification
accuracy as demonstrated by the confusion matrix in Fig. 7(d), (e) and ().

The performance of method I using traditional GLCM for intensity image is far
from satisfactory as depicted in the confusion matrix in Fig. 7(a). But performance of
applying GLCM and corresponding texture measures in every channel of the colour
image as proposed is promising. Comparison can be made between Figs. 7(a) and 8(a),
which shows the classification confusion matrix of method II, where F2 is taken as the
descriptor.

It is worthy to mention that the other 4 classes besides “blesbok” shall be taken as
one single class “background” as shown in Fig. 8(b). Because the misclassification
between the background elements doesn’t affect detection of the animals. In Fig. 8(b),
the false negative rate of “16.8 %’ means that 16.8 percent of the “blesbok” patches are
classified as “background”. This will not affect the performance significantly if the
constraint that each animal is supposed to consist of several patches of the selected size.
The true positive rate “83.2 %” is fine enough to catch major parts of the animal’s body
and make a high rate of true positive in the animal scale. Unequal number of training
examples from the 2 classes makes the false discovery rate “26.1 % quite large.
Generally, most of the false positive errors are isolated patches as shown in Fig. 9 that
are easily reduced by restricting the number of hits in the region.

As seen in Fig. 8(a), there seems to be more misclassifications between the class
“gravel” and “blesbok”. To improve the performance, additional features should be
included to make the two classes more discriminative, or target classes shall be
reinvestigated.

Fig. 10. A successfully detected animal that is camouflaged and partially occluded
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Figure 10 shows an interesting fact during the testing procedure. A blesbok in a
cluttered background is detected though it is barely noticeable intuitively. This shows
that the proposed feature extraction and background categorization method makes the
animal distinguishable enough to be detected.

5 Conclusion and Further Work

A specific natural environment is believed to be composed of finite visual elements.
The presented method shows that it is possible to categorize these elements into several
classes, and the proposed feature descriptor combined with a Neural Network form a
robust classifier to distinguish the animals from subclasses of background. Future work
will involve testing in various environments with different background features. The
animal species shall be extended and whether the method is suitable for classification
between the animals shall be investigated. Once an animal is detected it will be tracked
to eliminate the need for further detections in the subsequent frames. Real-time
capabilities will be investigated.
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