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Abstract. Person recognition has been a challenging research problem
for computer vision researchers for many years. A variation of this generic
problem is that of identifying the reappearance of the same person in
different segments to tag people in a family video. Often we are asked to
answer seemingly simple queries such as ‘how many different people are
in this video? or ‘find all instances of this person in these videos’. The
complexity of the task grows quickly if the video in question includes
segments taken at different times, places, lighting conditions, camera
settings and distances since these could include substantial variations in
resolution, pose, appearance, illumination, background, occlusions, etc.
In some scenarios (airports, shopping centers, and city streets) we may
have video feeds from multiple cameras with partially overlapping views
operating under widely varying lighting and visibility conditions. Yet
computer vision systems are challenged to find and track a person of
interest as data from such systems have become ubiquitous and concern
for security in public spaces has become a growing concern. While this
is yet an unsolved challenge, much progress has been made in recent
years in developing computer vision algorithms which are the building
blocks for person detection, tracking and recognition. We consider several
video capture scenarios, discuss the challenges they present for person
re-identification and recognition as the complexity of the scene changes,
and present pointers to recent research work in relevant computer vision
areas in this paper.

Keywords: Video Surveillance, Multi-camera Tracking, Person
Re-Identification.

1 Introduction

There has been much interest in developing computer vision algorithms for per-
son detection and tracking in video since it has many interesting applications
such as autonomous navigation [1], activity recognition [2], human-computer in-
teractions [3], monitoring activities of elderly people [4], sports video analysis
[5], surveillance [6], etc. In this paper we focus our attention on the problem
of counting the number of people in a video clip or a collection of videos with
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the requirement that multiple occurrences of the same person should only be
counted once; i.e., we address the problem of answering the question “how many
different people are in this video?” This makes it a much more challenging prob-
lem, since we now have to compare different instances of detected people to
determine if they belong to the same person. Such a system is needed for exam-
ple to tag people in family videos [7], track people across multiple camera views
as they pass through different parts of a building or an outdoor complex [8], or
for determining the activities of a suspect over an extended period of time in
a surveillance application. While there are many solutions for person counting,
counting number of different people in a video in an unconstrained environment
is an unsolved problem. For example, we can count the number of people in a
short video of a single event by simply detecting and tracking the people in the
video. On the other hand, accurately counting the number of different people
in a video compilation of events spanning many years would require biometric
recognition to account for potential variations in appearance as well as aging.

A class of methods for surveillance and forensics applications have been de-
veloped in the recent past in which a persons identity between two tracks is
reestablished through appearance continuity. Such methods are known as Re-
identification and operate on low resolution data in the form of bounding boxes
of people extracted from videos which are not adequate for biometric recognition.
Vezzani, Baltieri, and Cucchiara et al. [9] have provided an excellent compre-
hensive survey of research advances in Re-identification over the past 15 years.
Appearance variation of a person is induced by changes in any or a combination
of the attributes such as clothing, hairstyle, eyeglass, hat, mask, etc. Within a
short period of time (for example, a single day) the appearance of the person
can be assumed to remain constant [10]. In [11] the current appearance based re-
identification algorithms are classified as short-period re-identification methods.
Obviously if a person changes any of the above mentioned attributes within the
period of observation, the system is likely to assign her/him a different identity.
We will need more robust methodologies based on biometrics to handle such
situations.

In this paper we consider re-identification as well as other approaches for
counting the number of different people. We briefly describe a number of sce-
narios in the next section to better appreciate the challenges presented by this
problem. We then present a short overview of recent progress in relevant areas
of computer vision that are the building blocks of such a system.

2 Scene Descriptions

In this section the characteristics of several typical video imaging scenes pri-
marily from the surveillance domain are described. The entry-exit points in the
scene are the locations through which people can enter or exit the camera view.
Our goal is to count the number of different people in such a video feed within
a specified time period.
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Fig. 1. A typical indoor walkway [12]

Stationary Camera, Indoor Walkway: Consider a simple scenario in which
a single, stationary, fixed focus camera is installed at one end of a walkway to cap-
ture the flow of people as shown in Figure 1 [12]. The primary entry-exit points
are at the two ends of the walkway. In such a scenario people typically walk
towards or away from the camera resulting in a steady flow of traffic. Typical
processing steps would include person detection, person tracking, face detection
as people walk towards the camera, and extraction of sufficient discriminating
features from each tracked person, and continuously comparing the features to
make sure a unique label is assigned to each person even if (s)he appears multiple
times within the specified time period. Note that there are a number of chal-
lenges. For example, there are potential occlusions due to people crossing one
another or stopping to have a conversation; we need a tracker that can maintain
proper track identities through such events. Facial biometrics are only available
for people walking towards the camera; for those walking away from the cam-
era we need to depend upon other appearance-based features such as clothing,
objects being carried such as backpack etc. Other biometric modalities such as
gait and ear recognition have limited use in this configuration. While we can
assume that a persons external appearance (clothing, backpacks, headwear etc.)
are not likely to change if the interval of observation is short, we cannot depend
on these characteristics if the observation period is longer; we then must depend
on more reliable features such as those that can be extracted from a close-up fa-
cial image. Obviously this would require two cameras with one at each end of the
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walkway. Position and orientation of cameras can be controlled to capture full
front view images for using re-identification based approaches. Similarly, high
quality images can be captured at least when the person is closer to camera to
use biometric recognition. In the example of Figure 1 there is some ambient light
on the walkway from the outdoors on the right side of the image; it is possible to
overcome the effects such illumination by installing additional lights as needed.

Stationary Multiple Cameras, Indoor Lobby: In this scenario multiple
cameras are overlooking an indoor lobby. A lobby may have multiple entries and
exits as well as space for people to pursue various activities resulting in uneven
flow of traffic creating challenges for detection and tracking. For example, the
observed 2D shape in the image may deviate significantly (e.g., when a person
sits) from typical models based on a walking person used by many person detec-
tion and tracking algorithms. People may temporarily leave an object (backpack,
rolling cart) creating multiple object instances; appearance based models would
have difficulty in maintaining the same identity labels for people through such
transitions. Often the cameras are mounted near the ceiling resulting in oblique
view of people on the floor unlike cameras looking down the hallway. An example
of a large indoor lobby is shown in Figures 2. Clearly the size of the image region
covering each person is small because of the large area of the camera view and
does not have sufficient resolution to recognize human faces. One possibility in
such scenarios is to capture higher resolution images at the entry/exit points
and use tracking to associate the identity as the person transitions through the
lobby. Such an arrangement may not be feasible for a variety of reasons; for
example, due to concerns for privacy. However this is an option in high security
installations such as airports.
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Fig. 2. Image of a large indoor lobby [13]
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In such large indoor spaces it is possible to place cameras with partially over-
lapping fields of view with the potential for calculating the 3D position of an
observed person at any given instance through appropriate calibration. By prop-
erly installing a number of cameras at appropriate locations it may be possible
to have each point on the floor being observed by two or more cameras at all
times; in such a case it is possible to create a single 3D track of each person
over time even if the person moves from the field of view of one camera to an-
other. This would altogether eliminate the need for any re-identification. Figure
3 shows views from four different cameras of an indoor lobby. A large part of
the lobby is visible in all four views.

Fig. 3. Multiple views of an indoor lobby [14]

Stationary Multiple Cameras, Outdoor Scene: Unlike the indoor scene
described in the previous section where we have much control over the placement
of cameras, illumination, and the nature of people movement and their activi-
ties, an outdoor scene such as a market, town square, or busy street intersection
represent an unconstrained environment. We can expect wide variations in il-
lumination (day, night, overcast, rain/snow, and shadows), numerous obstacles
(buildings, trees, and vehicles), large number of people engaged in a variety of
activities, and many types of vehicular traffic. We also have limited access to
structures (such as traffic light poles, street lights) for placing the cameras al-
though occasionally we may have access to video feeds from surveillance cameras
from neighboring buildings (especially during law enforcement and investigation
situations). Large crowds make it difficult to track individuals. It is practically
impossible to require all cameras to be synchronized and calibrated to create a
4D space-time model. Clearly such an environment imposes severe challenges for
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Fig.4. PETS 2010 Dataset [15]. Layout of the site and the placement of cameras
(marked 1 to 8) and their direction of observation

Fig. 5. PETS 2010 Dataset [15] Images captured from the cameras shown in figure 4
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vision algorithms designed for detecting, tracking and recognizing people. Thus,
to keep the complexity of the outdoor scene to practical limits, PETS (Perfor-
mance Evaluation of Tracking and Surveillance) workshops [15], have been using
an outdoor space shown in Figure 4 for creating the challenge datasets.

PETS dataset [15] consists of videos taken from 8 cameras with overlapping
views. The dataset also contains calibration information for all the cameras.
The location and the tasks were chosen to simulate surveillance in a real world
environment. The dataset contains sequences of increasing complexity for sev-
eral scenarios such as person counting, density estimation, people tracking, flow
analysis and event recognition.

Moving Cameras: In the three scenarios we described so far, we assumed that
the cameras are stationary. While this is typical in surveillance applications, large
fraction of video produced today are captured using moving cameras. Much of
family videos, news stories, TV shows and movies are all from non-stationary
cameras. Consider creating an app for tagging people in your family video col-
lection. This requires the app to detect, track, and recognize people; after an
initial period of interaction with you to acquire names for detected people, the
app should automatically tag all reoccurrences of these people. Re-identification
methods can be deployed to track and tag all individuals at a single event based
on their appearance. However, if your collection includes multiple events with
people in different clothes and make up, some indoors and some outdoors, taken
with cameras of varying quality, capturing a variety of expressions, and spanning
extended periods of time potentially going back to your childhood, we need a
highly accurate biometric recognition system that works across all these dimen-
sions. It is not surprising that there has not been a video tagging app yet that
meets all these expectations!

3 Recent Progress in Relevant Areas of Computer Vision

The scenarios described in the previous section presents many challenges to
computer vision algorithms due to the large number of parameters such as the
viewpoint, illumination, scale, object deformation, occlusion, background clutter,
motion, camera characteristics etc. In this section we briefly describe some of the
key operations that form the building blocks for counting the number of people,
excluding reappearances, in video.

Person Detection and Tracking: Full body detection and tracking methods
are proposed in [16] and [17] respectively. Availability of full body images de-
pend on camera view and crowd density. The method in [18] addresses person
detection in crowded scenes under occlusion conditions. A part based detector
method is proposed in [19] to address tracking under occlusion scenarios. The
method proposed in [20] addresses tracking in complex situations such as peo-
ple moving in small groups, have inter-occlusions, cast shadows on the ground,
and reflections. When multiple calibrated cameras are available people detection
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and tracking can be directly done in 3D co-ordinate space or using 3D models
for tracking using methods proposed in [21] and [22]. Tracking in uncalibrated
multiple cameras with overlapping views is addressed in [8]. Tracking and recog-
nition in multiple camera scenarios is addressed in [23] by exploiting the real
world constraints such as the presence of a world plane, the presence of a three-
dimensional scene model, consistency of motion across cameras, and the color
and texture properties.

Biometric Recognition: Biometric Recognition is the science of uniquely iden-
tifying a person by analyzing various biometric traits such as face, ear, voice,
gait, etc. Introduction to Biometrics [24] is a good introductory text book in this
field. Biometric modalities that are available in a video are face, ear, gait and
voice. Face recognition requires good quality images captured when the subjects
are close to the camera. Several potential methods are proposed in [25-27] for
face recognition in videos. A method described in [28] addresses face recognition
in low resolution images. Face recognition in unconstrained scenarios are more
complex than the constrained scenarios that can be found in popular databases
such as FERET [29] and Extended Yale B [30]. Some promising results for face
recognition under unconstrained scenarios have been recently described in [31-
33] using Labelled Faces in the Wild (LFW) dataset [34] and YouTube face
dataset [35]. Gait recognition is a potential method for recognition at a dis-
tance. Simple gait recognition method based on averaged silhouette is proposed
in [36]. Frontal view gait recognition method for surveillance video scenarios is
proposed in [37]. Gait recognition method for occlusion scenarios is proposed
and tested using synthesized occlusions in [38]. A review of recent gait recog-
nition approaches can be found in [39]. Ear Recognition has been shown to be
a useful biometric modality in certain applications [40]. A few methods [41, 42]
were recently proposed for 3D ear recognition. A recent survey on ear recognition
algorithms can be found in [43]. Voice [44], facial marks [45], tattoos [46], etc.
have also been shown to be useful for person identification.

Camera Calibration and 3D Scene Reconstruction: In multi-camera sys-
tems with overlapping views, person detection and tracking can be performed
directly in 3D co-ordinate space after calibration and 3D reconstruction as sug-
gested in [21] and [22]. An excellent review of the existing methods in cam-
era calibration and topology estimation is provided in the recent survey paper
[47] on intelligent multi-camera video surveillance. Also the recent book [48] on
multi-camera networks has a separate section on multi-camera calibration and
topology estimation. The problem of 3D reconstruction from large collection of
internet images is explored in [49]. Approaches for urban 3D reconstruction from
video together with GPS and inertial measurements are proposed in [50, 51]. An
interesting comparison of depth estimation between LIDAR measurements and
from applying 3D modelling techniques on high resolution images is done in [52].

Re-identification: There has been much work on re-identification in the past
few years. Researchers have addressed the problems using different approaches
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such as brightness transfer functions [53-56], attribute based matching [57—
59], saliency matching [60, 61], discriminative classification [62-64], and transfer
learning [65—-67]. The popular datasets [68-70] for this research are a collection of
image regions of people cropped from the video data. Some example are shown
in Figure 6. As noted earlier a comprehensive survey has been recently published

Fig. 6. Sample images from popular datasets used for re-identification problem. A pair
of images for each person is shown. Images in the first two columns are from VIPeR
dataset [68], images in the middle two columns are from iLIDS dataset [69] and the
images in the last two columns are from CAVIAR4REID dataset [70].

Commercial People Counters: There are many commercial products for
counting people. However, these products do not discriminate multiple appear-
ances of the same person; i.e., a person is counted again if (s)he reappears during
the counting period. With no re-identification or recognition, the technical re-
quirements are simpler. These products use many imaging technologies such as
thermal, laser, infrared and stereoscopic in addition to standard cameras. A brief
description of the technologies and applications of people counters is at [71].

4 List of Datasets, Special Issues, and Focused Workshops

A comprehensive list of datasets for person re-identification and multi-camera
tracking is included in [9]. Most popular datasets for person re-identification
research are image based such as those shown in Figure 6 effectively reducing
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the re-identification problem to comparison between images. Recently, a multi-
camera object tracking challenge has been announced in conjunction with an
upcoming workshop [72] and a dataset of non-overlapping videos has been re-
leased. Another video dataset with non-overlapping views for people detection,
tracking, action analysis, and trajectory analysis is the 3DPeS dataset [73]. Cam-
era calibration parameters and identity of detected people are also included in
the 3DPeS dataset. A book [10] inspired by the First International Workshop on
Reidentification [74] has been published.

5 Conclusions

Person re-identification and recognition have been active computer vision re-
search areas. The popular datasets [68-70] for re-identification research use a
small number of cameras with similar sensor characteristics. While there has
been much progress in the development of computer vision algorithms in the past
ten years as demonstrated on such datasets, in real-world person re-identification
challenges such as those faced by Boston bombing investigators [75], the data
comes from disparate sources with widely varying sensor characteristics; auto-
matically analyzing and finding the persons of interest in such a large collection
is way beyond the capabilities of current computer vision systems. We antici-
pate an increased interest in this area of research and we hope that more realistic
datasets become available to researchers to solve this important problem.
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