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Preface

CEO of the Cluster of Excellence “Integrative Pro-
duction Technology for High-Wage Countries”

This edited volume contains the papers presented at
the scientific advisory board meeting of the Cluster of
Excellence “Integrative Production Technology for
High-Wage Countries”, held in November 2014 at
RWTH Aachen University. The cluster is part of the
German Universities Excellence Initiative funded by
the German Research Association (DFG) with the aim
to contribute solutions to economically, ecologically
and socially sustainable production in high-wage
countries. To achieve this goal researchers from 27

different institutes in Aachen work on an integrative, discipline-spanning approach
combining production engineering, materials science, natural sciences as well as
economics and social sciences.

The international scientific advisory board assembles every 2 years. These
meetings enable us to reflect and evaluate our research results from an external
point of view. Thus, we benefit from comprehensive feedback and new scientific
perspectives.

The aim of this volume is to provide an overview of the status of research within
the Cluster of Excellence. For details the reader may refer to the numerous further
technical publications. The Aachen perspective on integrative production is com-
plemented by papers from members of the international scientific advisory board,
all leading researchers in the fields of production, materials science and bordering
disciplines.

The structure of the volume mirrors the different projects within the cluster. It
includes individualised production, virtual production systems, integrated tech-
nologies and self-optimising production systems. These technical topics are framed
by an approach to a holistic theory of production and by the consideration of human
factors in production technology.
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I would like to thank the scientific advisory board for their valuable feedback,
especially those members who contributed to the meeting with papers and pre-
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Chapter 1
Introduction

Christian Brecher and Denis Özdemir

1.1 The Cluster of Excellence “Integrative Production
Technology for High-Wage Countries”

Manufacturing is fundamental for the welfare of modern society in terms of its
contribution to employment and value added. In the European Union almost 10 %
of all enterprises (2.1 million) were classified to manufacturing (Eurostat 2013).
With regards to the central role of manufacturing, the European Commission (2012)
aims to increase the share of manufacturing from 16 % of GDP (2012) to 20 % by
2020.

Manufacturing companies in high-wage countries are challenged with increasing
volatile and global markets, short innovation cycles, cost-pressure and mostly
expensive resources. However, these challenges can also open up new business
opportunities for companies if they are able to produce customer-specific products
at mass production costs and if they can rapidly adapt to the market dynamics while
assuring optimised use of resources. Today, the two dichotomies behind those
capabilities are not yet resolved: Individual products that match the specific cus-
tomer demands (scope) generally result in unit costs far above those of mass
production (scale). Moreover, the optimisation of resources with sophisticated
planning tools and highly automated production systems (planning orientation)
mostly leads to less adaptability than achievable with simple and robust value
stream oriented process chains (value orientation). Together, the two dichotomies
form the polylemma of production (Fig. 1.1).

The research within the Cluster of Excellence aims to achieve sustainable
competiveness by resolving the two dichotomies between scale and scope and
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between plan and value orientation (Brecher et al. 2011). Therefore, the cluster
incorporates and advances key technologies by combining expertise from different
fields of production engineering and materials science aiming to provide techno-
logical solutions that increase productivity, adaptability and innovation speed. In
addition, sustainable competiveness requires models and methods to understand,
predict and control the behaviour of complex, socio-technical production systems.
From the perspective of technical sub-systems the complexity can often be reduced
to the main functional characteristics and interaction laws that can be described by
physical or other formal models. These deterministic models enhance predictability
allowing to speed-up the design of products and production processes.

Socio-technical production systems as a whole, however, comprise such a high
complexity and so many uncertainties and unknowns that the detailed behaviour
cannot be accurately predicted with simulation techniques. Instead cybernetic
structures are required that enable a company to adapt quickly and robustly to
unforeseen disruptions and volatile boundary conditions. These cybernetic struc-
tures start with simple feedback loops on the basis of classical control theory, but
also comprise self-optimisation and cybernetic management approaches leading to
structural adaption, learning abilities, model-based decisions, artificial intelligence,
vertical and horizontal communication and human-machine interaction. The smart
factory in the context of “Industrie 4.0” can be seen as a vision in this context
(Kagermann et al. 2013). One of the keys for practical implementation of the smart
factory will be the understanding and consideration of human factors in production
systems (Chap. 14—Brauner and Ziefle).

Integrative Production Technology 

Economy: 
Cost pressure and 
dynamics arising from 
global competition

Ecology: 
Sustainable use of limited 
resources and energy

Society: 
Changes in structure (e.g. 
demographics) and needs 
(e.g. individuality) of society

Scope

Scale

Value

Plan

2020

Status quo

Time

Meeting Global Challenges

vs.

Value orientation Planning orientation
Decentralised near-
process decision making

Standardised methods 
and procedures

Elimination of waste

Centralised knowledge 
management

Integration of virtual 
deterministic models

Intense use of resources

Economies of scale                 Economies of scope
Synchronised processes

Standardised products 
and processes

High frequency 
production cycle

One-Piece-Flow

Flexibility and versatility

Dynamic and complex 
product creation chains

vs.

Market-oriented view Resource-oriented view

Fig. 1.1 Meeting economic, ecological and social challenges by means of Integrative Production
Technology aimed at resolving the polylemma of production (Brecher et al. 2011)
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A holistic theory of production to predict and control the behaviour of complex
production systems combines deterministic and cybernetic models to enable an
integrative comprehension and learning process (Fig. 1.2), e.g. cybernetic approa-
ches that integrate deterministic models or deterministic models that are improved
by the feedback within cybernetic structures.

1.2 Scientific Roadmap

To resolve the dichotomies a scientific roadmap with four Integrated Cluster
Domains (ICDs) has been defined at the start of cluster in the year 2006 (Fig. 1.3).
The research within the domain Individualised Production (ICD A) focusses on the
dichotomy between scale and scope. Thus, the main research question is, how small
quantities can be manufactured in a significantly more efficient manner by reducing
the time and costs for engineering and set-up (Fig. 1.4). A promising approach in
this context is Selective Laser Melting (SLM), an additive manufacturing tech-
nology that has been significantly advanced within the cluster (Chap. 5—Poprawe
et al.). By applying a laser beam selectively to a thin layer of metal powder,
products with high-quality material characteristics can be manufactured without
tools, moulds or machine-specific manual programming. On this basis individuality
can be achieved without additional costs allowing new business models different
from those of mass production (Chap. 4—Piller et al.).

While additive manufacturing will be beneficial for certain applications, it will
not replace established mould-based technologies. Rather, the aim is to efficiently
produce small batches under the constraint that each batch requires a custom mould
or die. Time and costs for engineering and set-up can be reduced by applying

Control

EmergenceReductionism

Reduction of complexity Handling of complexity

Find phenomena
and structures

Find sub -systems 
and interaction laws

Predict

Integrative 
Comprehension and Learning Cybernetic ModelsDeterministic Models

-
Complex, 

Socio Technical 
Production System

Fig. 1.2 Combining deterministic and cybernetic models
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simulation-based optimisation methods, instead of being dependent on multiple
run-in experiments and expensive modifications (Siegbert et al. 2013). Further,
modular parts of moulds or dies can be manufactured by SLM allowing a direct
realisation of the results from topology optimisation.

Virtual Production Systems (ICD B) are a prerequisite not only for Individualised
Production (ICD A), but also for the design of Integrated Technologies (ICD C) and
for the “Intelligence” within Self-optimising Production Systems (ICD D). The
research in the field of ICD B addresses the dichotomy between planning and value
orientation by developing methods that increase innovation speed and allow a fast
adaption to new requirements. Integrative Computational Materials and Production
Engineering (ICMPE), for example, provides a platform that can significantly reduce
the development time for products with new materials (Chap. 7—Bleck et al.).
To fully leverage the potential of simulation-based approaches, concepts for infor-
mation aggregation, retrieval, exploration and visualisation have been developed in
the cluster. Schulz and Al-Khawli demonstrate this approach using the example
of laser-based sheet metal cutting, where the dependencies within the high

Individualised 
Production

Integrated
Technologies

Self-optimising 
Production Systems

Virtual 
Production Systems

deterministic
production

system
models modular,

configurable
multi-technology

platforms

cybernetic
production

system
models

object-to-object
system

transparency

ontology and
methodology for

multi-dimensional
process integration

integrative model
map for production

systems

2017 
Phase 2

2012
Phase 1

RWTH 
2020

one-piece-flow 
with high product 

diversity

ontology of 
production

systems

2006

Vision of Integrative Production Technology

A

C

D

B

Fig. 1.3 Scientific roadmap for Integrative Production Technology

Unit costs

Quantity

Today

Integrative ProductionTechnology

Individualised Production

Fig. 1.4 Objective of Individualised Production (Brecher and Wesch-Potente 2014)
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dimensional parameter set are aggregated in a process map (Chap. 6—Schulz and Al-
Khawli). On factory level, dependencies are modelled with ontology languages
(Büscher et al. 2014) and visualised with Virtual Reality (Pick et al. 2014).

The research within the area of Integrated Technologies (ICD C) aims to combine
different materials and processes to shorten value chains and to design products with
new characteristics. Integrating different technologies leads to greaterflexibility,more
potential for individualisation and less resource consumption. Considering produc-
tion systems, hybrid manufacturing processes enable the processing of high strength
materials, e.g. for gas turbines (Lauwers et al. 2014) (Chap. 8—Lauwers et al.).
Within the cluster a multi-technology machining centre has been developed in a
research partnership with the company CHIRON. The milling machine that is
equipped with two workspaces integrates a 6-axis robot and two laser units, one for
laser depositionwelding and hardening and the other for laser texturing and deburring.
Both can be picked up by the robot or by the machine spindle from a magazine
(Brecher et al. 2013b). Research questions comprise the precision under thermal
influences, control integration, CAM programming, safety and economic analysis
(Brecher et al. 2013a, 2014). Hybrid sheet metal forming, as another example for
integrated technologies, combines stretch-forming and incremental sheet forming
allowing variations of the product geometry without the need for a new mould
(Chap. 9—Hirt et al.). Multi-technology production systems facilitate the production
of multi-technology products that integrate different functionalities and materials in
one component. Examples that have been developed within the cluster include mi-
crostructured plastics optics, plastic bonded electronic parts and light-weight struc-
tural components (Chap. 10—Hopmann et al.) (Fig. 1.5).

Efficient operation of production systems in turbulent environments requires
methods that can handle unpredictability and complexity. Self-optimisation
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Fig. 1.5 Multi-technology production systems—thermal machine deformation caused by laser-
assisted processes (Bois-Reymond and Brecher 2014)
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(ICD D) allows dynamic adaptations at different levels of production systems. On
the level of production networks the research within the cluster focuses cybernetic
production and logistics management (Schmitt et al. 2011). Recent work in this area
analyses the human factors in supply chain management (Brauner et al. 2013), an
approach that requires the close collaboration of the disciplines engineering, eco-
nomics and social sciences (Chap. 14—Brauner and Ziefle; Chap. 15—Schmitt
et al.). On cell level, human-robot cooperation tasks are considered in a graph-based
planner for assembly tasks (Chap. 11—Schlick et al.). To optimise manual
assembly tasks with employee-specific support a sound understanding of physio-
logical stress behaviour is required (Graichen and Deml 2014). Graichen et al. from
Karlsruhe Institute of Technology (KIT) contribute in this context to the present
volume (Chap. 13—Graichen et al.). From a technical perspective self-optimisation
has been studied for a wide range of manufacturing processes within the cluster
(Chap. 12—Klocke et al.), e.g. injection moulding (Reiter et al. 2014), laser cutting
(Thombansen et al. 2014), milling (Auerbach et al. 2013), welding (Reisgen et al.
2014), weaving (Gloy et al. 2013) and assembly (Schmitt et al. 2014). With those
practical applications it is demonstrated how self-optimisation helps to achieve
cost-efficient production planning and manufacturing.

In addition to the research domains the cluster comprises Cross-Sectional Pro-
cesses (CSPs) to consolidate the results and to achieve sustainability in terms of
scientific, personnel and structural development. For personnel sustainability the
CSPs focus activities in the fields of cooperation engineering, innovation man-
agement, diversity management and performance measurement (Jooß et al. 2013).
For scientific sustainability the CSPs collect and consolidate results and cases from
the ICDs for an enhanced theory of production (Chap. 2—Schuh et al.). To com-
plement these results Becker and Nyhuis from the Institute of Production Systems
and Logistics (IFA) contribute their framework of a production logistics theory to
this volume (Chap. 3—Becker and Nyhuis). The technology platforms within the
CSPs serve to ensure structural sustainability. To facilitate technology transfer a
web-based platform has been established in the cluster that will in the long term
also support bi-directional exchange with industry (Schuh et al. 2013). Stemming
from successful collaboration within the cluster several new research centres have
been established. A successful example is the Aachen Center for Integrative
Lightweight Production (AZL)—funded in 2012—that aims at transforming
lightweight design in mass production. Interdisciplinary collaboration between the
material sciences and production technology enables the implementation of high-
volume process chains. This is carried out in collaboration with the existing
lightweight activities of the RWTH Aachen University, especially with the eight
AZL partner institutes from RWTH Aachen (Brecher et al. 2013c).

Open Access This chapter is distributed under the terms of the Creative Commons Attribution
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in
any medium, provided the original author(s) and source are credited.
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Part I
Towards a New Theory of Production

Anja Ruth Weber and Denis Özdemir

Production systems will never be fully predictable and boundary conditions become
increasingly volatile and complex. This affects especially the outcome of decisions
within a production system and requires dynamic system behaviour. Theories help
to develop production systems. With regard to engineering and manufacturing
sciences there exists specialized knowledge in different areas of production, but the
broad technical approach and understanding is not sufficient. Therefore, the long-
term goal of the Cluster of Excellence “Integrative Production Technology for
High-Wage Countries” is a higher level of integrativity in production technology by
developing a common theory of value creation in times of Industrie 4.0 and of
highly dynamic system behaviour in production. Thereby, the term ‘Industrie 4.0’
describes the development of information and communication technology finding
its way into production whose potentials the German Government strives to realise
by a homonym project. Industrie 4.0 presents an enormous challenge such as big
data, data processing, data security and human–machine collaboration. A holistic
theory of production shall help to design and operate production systems in such an
environment, and that in consideration of economic, ecologic and social aspects.

For better modelling real-world correlations the theory should on the one hand
describe deterministic processes such as physical and mathematical model chains.
By focusing such predictable relationships a reduction of complexity can be
achieved. On the other hand the theory needs to adopt a cybernetic perspective, in
order to include non-predictable processes. In a real-world situation and within a
complex system ambient conditions are changing continuously and decisions often
need to be taken, despite the lack of information. This approach enables controlling
the complexity, although the situation is not fully understood. Linking the deter-
ministic and cybernetic approach aims at permanently finding the optimised
operating point not only regarding economic but also technical aspects.



Existing production theories, however, are rather economic science-oriented.
This is related to the historical background. The first attempts of developing a
production theory date back to the eighteenth century when TURGOT varied the
labour input due to agricultural problems (Fandel 2005). Thus, models from
manufacturing engineering need to be complemented. The main challenge lies in
the incorporation of the diverse engineering sub-disciplines to a theoretical,
descriptive model. Its expansion with economic inputs and outputs then leads to a
new theory of production by combining economic and technical aspects.

Reference
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Chapter 2
Hypotheses for a Theory of Production
in the Context of Industrie 4.0

Günther Schuh, Christina Reuter, Annika Hauptvogel
and Christian Dölle

Abstract Significant increase in productivity of production systems has been an
effect of all past industrial revolutions. In contrast to those industrial revolutions,
which were driven by the production industry itself, Industrie 4.0 is pushed forward
by an enormous change within the current society due to the invention and frequent
usage of social networks in combination with smart devices. This new social
behaviour and interaction now makes its presence felt in the industrial sector as
companies use the interconnectivity in order to connect production systems and
enhance collaboration. As employees bring their own smart devices to work the
interconnectivity is brought into the companies as well and Industrie 4.0 is pushed
into the companies rather than initiated by the companies themselves. On top of
productivity improvement within production the fourth industrial revolution opens
up new potentials in indirect departments such as engineering. This focus differ-
entiates Industrie 4.0 from the first three industrial revolutions, which mainly
focused on productivity increase by optimising the production process. Within the
Cluster of Excellence “Integrative Production Technology for High-Wage Coun-
tries” of the RWTH Aachen University four mechanisms were developed which
describe Industrie 4.0. The mechanisms “revolutionary product lifecycles”, “virtual
engineering of complete value chains”, “better performing than engineered” and
“revolutionary short value chains” can be achieved within an Industrie 4.0-envi-
ronment. This environment is based on the four enablers “IT-Globalisation”, “single
source of truth”, “automation” and “cooperation” and enhances collaboration pro-
ductivity. Therefore the present paper examines and introduces hypotheses for a
production theory in the context of Industrie 4.0. For each mechanism two
hypotheses are presented which explain how the respective target state can be
achieved. The transmission of these mechanisms into producing companies leads to
an Industrie 4.0 capable environment strengthening competitiveness due to
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increased collaboration productivity within the direct and especially indirect
departments. The specified hypotheses were developed within the framework of the
Cluster of Excellence “Integrative Production Technology for High-Wage Coun-
tries” of the RWTH Aachen University.

2.1 Introduction

This paper continues the work described in “Collaboration Mechanisms to increase
Productivity in the Context of Industrie 4.0” (Schuh et al. 2014a). Therefore the
present paper proceeds by giving a short introduction regarding Industrie 4.0-ena-
blers. Each mechanisms presented in Schuh et al. (2014a) is then briefly described
before two hypotheses for each mechanism are introduced.

The effect of past industrial revolutions has always been a significant increase in
productivity (Schuh et al. 2013a). The increase in productivity started with the first
industrial revolution due to the introduction of the steam engine and continued with
the Taylorism and the automation as well as computerising (Schuh et al. 2013a,
2014b). Thus automation and computerising already increased productivity within
the indirect departments the first three industrial revolutions mainly took place on a
shop-floor level. Industrie 4.0 continues to shift the productivity increase even
more, as especially indirect departments such as engineering are enhanced due to
the Industrie 4.0-enablers and further support of software (Russwurm 2013).
Therefore this industrial revolution supports decision making, simulation and
engineering performance by aid of collaboration. The mentioned performance
increase is represented by four mechanisms of increased productivity, which are
supported by the Industrie 4.0-enablers (Schuh et al. 2014a).

This paper reflects the mechanisms of productivity increase and introduces
hypotheses on how these target states are to be achieved within an
Industrie 4.0-environment.

2.2 Collaboration Productivity Due to Industrie 4.0-Enablers

Within the literature the industrial change due to the fourth industrial revolution
addresses diverse aspects of Industrie 4.0 and therefore differs widely in its inter-
pretation (Wahlster 2013; Brettel et al. 2014a; Imtiaz and Jasperneite 2013). Still
most of the authors agree with the high potential of productivity increase which
accompanies the current transformation process. As stated earlier Industrie 4.0 is
not initiated on a shop-floor level and therefore companies have to take measures in
their own hands to introduce Industrie 4.0-enablers into their companies to profit
from the current change in society and technology (Kagermann et al. 2013).
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These measures can be categorised by different preconditions which are to be
created within a production system. The categorisation is conducted by aid of two
dimensions. The first dimension describes whether a precondition is physical or
cyber, whereas the second dimension allocates the precondition to hard- or software
components (Schuh et al. 2014a). By making up a matrix of the named dimensions
four main preconditions can be identified which are shown in Fig. 2.1 and represent
the enablers for Industrie 4.0: IT-Globalisation, single source of truth, automation
and cooperation.

In order to benefit from the fourth industrial revolution, the presented enablers
for collaboration productivity and thus for Industrie 4.0 have to be focused and put
into use as a technological and organisational foundation. Against the background
of the dimensions for the enablers of Industrie 4.0 collaboration is seen as the
interworking of human and human, machine and human and machine and pro-
duction system (Schuh et al. 2013a, 2014c).

In the following the four enablers for Industrie 4.0 are described as they make up
the basis for the productivity increase in an Industrie 4.0-environment as well as the
mechanisms and therefore the hypotheses which represent the main focus of this
paper.

(1) IT-Globalisation The intersection of cyber and hardware concentrates on the
IT-Globalisation. Computers present potentials and advantages for economic
growth in comparison to the investment costs (Brynjolfsson and Hitt 2000;
Schuh et al. 2014a). In the near future the speed of computers will increase
even more and therefore becomes less expensive just as storage capacity
(Hilbert and López 2011). This will especially enhance producing companies
to store massive information in a central cloud which can be accessed from all
over the world due to increased speed (Schuh et al. 2014a). On top the
increased speed will allow faster extensive simulations of different aspects of a
company as well as the processing of huge amounts of data, which are already
collected by companies, but cannot be used adequately.

(2) Single source of truth To receive viable simulations and information it is
inevitable for a company to embed all product lifecycle data along the value
chain within a single database (Schuh et al. 2011). Consistent information
within this “single source of truth” has to be maintained in terms of product
lifecycle management (PLM) to make all changes to product and production
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visible and avoid ambiguity (Gecevska et al. 2012; Eigner and Fehrenz 2011;
Bose 2006; Schuh et al. 2014a). “Single source of truth” is enhanced by the
enabler IT-Globalisation, as cloud storage and access is supported and
improved.

(3) Automation Further enabler for Industrie 4.0 are cyber-physical systems which
combine computers, sensors and actuators and therefore link up the virtual
with the physical environment (Lin and Panahi 2010). This leads to automated
and decentralised processes which can be combined to collaboration networks
(Frazzon et al. 2013; Schuh et al. 2014a). These cyber-physical systems are
able to adapt to dynamic requirements and therefore are self-optimising
(Wagels and Schmitt 2012). Next to the improvement of machine collabora-
tion this enabler empowers the embedment of skilled workers in such a
machine system and enables even more flexible production processes (Schuh
et al. 2014a).

(4) Cooperation The fourth and therefore last enabler for Industrie 4.0 is called
cooperation and aims at the connection of all technologies and activities.
Cooperation is already used in development projects, as for example a major
NASA supplier named Thiokol achieved a reduction of development lead time
by 50 % due to efficient sharing and exchange of engineering data within a
network of engineers (Lu et al. 2007). Networks help to improve cooperation
by communicating targets and empowering decision maker’s in decentralised
systems (Kagermann et al. 2013; Schuh et al. 2014a).

The presented enabler depend on each other and also enhance one another as for
example simulations using big data is only possible by adequate storage capacities
and computing speed. Also automation and collaboration of machines and humans
is not possible without the necessary cooperation. In conclusion Industrie 4.0 can
only be achieved by developing and applying all four enablers simultaneously
(Schuh et al. 2014a).

2.3 Mechanisms and Target States Due to Increased
Productivity

The proposed enabler for an Industrie 4.0-environment help to increase the (col-
laboration) productivity significantly. This significant increase is represented by the
four mechanisms “Revolutionary product lifecycles”, “Virtual engineering of
complete value chains”, “Revolutionary short value chains” and “Better performing
than engineered” (Schuh et al. 2014a). In the following for each one of the
mechanisms hypotheses are presented which propose how the target state, repre-
sented by the mechanism, is to be achieved and how Industrie 4.0-enabler help to
achieve them.
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2.3.1 Revolutionary Product Lifecycles

In today’s business environment producing companies face the challenges of
shorter lifecycles and micro segmentation of markets (Schuh 2007). Therefore it is
essential for such companies to maintain and maybe even extend their development
and innovation productivity (Schuh et al. 2013b). One performance indicator for a
company’s innovation productivity is the time to market. The faster a company is
able to introduce new products to the market the shorter the development process
has to be. This compression of the development process is made possible within an

Industrie 4.0-environment (Schuh et al. 2014a). By aid of integrated technolo-
gies and rapid prototyping companies are able to produce testable prototypes which
supply viable information of the products potentials as customer feedback can be
implemented immediately. Due to the new technologies the costs of an iteration and
the resulting changes are not as cost intensive as before and therefore lead to a new
development process in terms of time and profit which is shown in Fig. 2.2 (Rink
and Swan 1979).

The adjustment of the product development process in terms of profit and time
can be achieved by adapting the following hypotheses:

(1) “Trust based and iterative processes are more productive and more efficient
than deterministically planned processes”
Trust based and iterative processes lead to an increase in productivity as
developers are afforded time and space to invent, albeit within set boundaries,
and therefore generate more innovations than within a deterministically
planned process (Paasivaara et al. 2008; Schuh et al. 2014a). As the new
development process is based on a SCRUM-like approach, deterministic
planning becomes less important as iterations are permitted and also promoted
(Schwaber and Beedle 2002; Schuh et al. 2014a). Thus planning a whole
development process would take up a huge amount of time considering all
possible solutions within the design space. Unlike nowadays the iterations and
adaptations due to field tests are not as cost intensive as new technologies such
as selective laser melting and rapid prototyping offer “complexity for free” and
are able to generate new prototypes in significant less time and with less
recourses.
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Fig. 2.2 Revolutionary product lifecycles (Schuh et al. 2014a)
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(2) “The speed of a planning process is more important than the quality of the
planning process itself”
The second hypothesis mainly aims at the planning process within product
development projects. Nowadays projects are accurately planned, which takes
up a great amount of time and also causes analogous costs within a state where
a lot of uncertainty is common due to unknown risks within the development
process. Therefore the current process is also based on the assumption that
adaptations and alteration to the project are to be prevented (Brettel et al.
2014b). However, the development process within the Industrie 4.0-environ-
ment supports iterations and therefore alterations. Thus it is more important to
quickly generate a plan in order to start the next development step than to
accurately predict the outcome of this development step (Gilbreth 1909; Mees
2013). Furthermore the new integrated production technologies allow adap-
tations which might be necessary due to unforeseen events.

2.3.2 Virtual Engineering of Complete Value Chains

Software tools such as OptiWo are able to virtualise global production networks
and help to optimise the production setup (Schuh et al. 2013c). By aid of such tools
companies now have the opportunity to simulate their whole production network.
This virtualisation and simulation can reveal possible capacity problems as well as
problems within the general workflow (Schuh et al. 2014a). By simulating the value
chain in a short amount of time one is able to counteract possible problems before
they arise, which enhances the decision capability. Furthermore the virtualisation of
the value chain supports product development, as the effects of measures taken in
the early stages of a product’s lifecycle can be simulated and evaluated. The pre-
diction of possible problems due to faults within product development contains a
high cost potential as the error correction costs increase exponentially over time
(Pfeifer 2013). Therefore the virtualisation enhances the iterative development and
consequently also the radically short development processes as virtual try-out is
supported (Takahashi 2011). To get a valuable decision capability based on sim-
ulations it is necessary to execute an adequate number of simulations (Fig. 2.3).
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(1) “The quality of planning decisions is enhanced by a fast development of the
complete virtual value chain”
In order to get an even better decision making capability it is very important to
gain information as fast and early as possible. Even in an Industrie 4.0-envi-
ronment with high speed computers simulation takes time and different situ-
ations have to be generated. Furthermore the rule of ten states that costs for
error correction increase exponentially (Pfeifer 1996). Therefore the fast
implementation of a virtual value chain helps to start simulating as early as
possible in order to detect possible errors which in a next step can be
addressed by adequate measures. This results into better planning decisions
and results due to preventive measures.

(2) “Increasing the number of different simulation scenarios improves decision
making due to better understanding and examination of assumptions”
Following the law of large numbers in which the accuracy of the relative
probability is increased by an infinite number of attempts, the amount of
simulations for a specific situation within the value chain effects the capability
to make right decisions. The logical implication being, that with an increasing
number of simulation scenarios the actual outcome of a given set up of for
example a manufacturing process and its ambient conditions will be detected
and therefore the right measures can be taken. In analogy to the law of great
numbers of Bernoulli where increasing the number of experiments leads to a
higher accuracy (Albers and Yanik 2007; Schuh et al. 2014a) this hypothesis
states, that the possibility of simulating the future case increases adequately
and therefore the outcome of the future scenario is known due to the simu-
lation and therefore can be taken into account for the decision. In combination
with the Industrie 4.0-enabler “Speed” the basis of a decision can be improved
even more as a computer is able to rapidly combine the results of the
simulation.

2.3.3 Revolutionary Short Value Chains

As described before, companies have to offer more and more individualised
products in order to meet the customer requirements. As an example of the auto-
mobile industry the Ford Fusion is offered in over 15 billion different configurations
(Schleich et al. 2007). This trend complicates the division of labour introduced by
Taylorism in terms of production and assembly lines, as machines in general are
only able to fullfil one specific task. Therefore the complexity of the whole pro-
duction system is increased. In order to allow even more individualised products the
integration of production steps and thus the integration of functions within pro-
duction systems is inevitable. This leads to a reversion of Taylorism implemented
during the second industrial revolution. Instead of the division of labour by means
of a conveyor belt production cells are to be established, allowing an employee to
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take over autonomous responsibility and give this specific employee decision
capability (Schuh et al. 2014a).

Within a production process for highly customised products there is an optimal
number of contributors or process steps in one production cell which have to
collaborate in order to achieve minimal costs for the produced product (Fig. 2.4).

(1) “Shortening the process chain by aid of integrated technologies increases
productivity”
Especially within machinery and plant engineering products are produced
within a job shop production process. The results of several analyses of the
Laboratory for Machine Tools and Production Engineering (WZL), especially
in companies with individual and small series production, demonstrated that
by passing on the product to the next manufacturing and production step a lot
of time elapses due to set up time and downtimes of the machines. As the
process chain becomes longer the respective setup and downtimes become
longer as well. Long process chains are often caused by the inability to process
a unit within one production cell. By integrating different technologies into
one machine within an Industrie 4.0-environment the possibility arises to
process one specific product within a single or at least a few production cells.
Thereby the value chain could be shortened in order to reach a minimum costs
per unit by eliminating set up and machine downtime.

(2) “Continuous process responsibility increases the productivity of the
processes”
As stated before, many companies face the challenge of more and more in-
dividualised products. Within Industrie 4.0 it is conceivable that customisation
will be taken even further (Brecher et al. 2010; acatech 2011) and companies
will not only have to produce customised products of the same kind such as
cars, but will have to manufacture totally different products. In this case it is
hardly possible to divide the production and manufacturing process into
smaller parts in terms of Taylorism. In order to still be able to increase pro-
ductivity one option is the continuous responsibility of one employee for the
whole value creation process of one specific unit of a product. This approach
has advantages especially if enhanced by Industrie 4.0. First of all in com-
bination with integrated technologies and processes the continuous responsi-
bility will lower inefficiencies in terms of set up times on the side of the
employee as handovers are reduced and the new employee doesn’t have to

Fig. 2.4 Revolutionary short value chains (Schuh et al. 2014a)
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adapt to the specialties of the customised product. As mistakes mostly occur
during handovers a continuous responsibility also prevents these mistakes
(Prefi 2003). Secondly the responsibility for a whole value creation process
gives the employee pride in the product he produces as he sees the develop-
ment of the product. It was shown, that it is important for an employee to see
the results of his work, that the results were impacted by his skills, that they
solved difficult problems and that they felt they were trusted (Nakazawa
1993). It is easy to imagine, that the above mentioned feelings are hard to
achieve, if the production process is divided into many small steps due to
Taylorism. Therefore a continuous process responsibility can help to increase
motivation and therefore productivity. This kind of attachment and motivation
to increase productivity is already used within the engine manufacturing
process at Mercedes-AMG where one single engine is handcrafted and even
signed by one single engineer (Höltkemeier and Zwettler 2014).

2.3.4 Better Performing Than Engineered

The mechanism of “Better performing than engineered” aims at the self-optimising
capabilities of production systems which are already theoretically possible (Schuh
et al. 2013d). With the ongoing advancement of self-optimising production systems
machines should be able to reach a productivity level which exceeds the previously
determined maximum due to cybernetic effects (Schuh et al. 2014a). These effects
would involve structural changes to a system as a response to varying conditions
appealing to the production system. An example for such a self optimisation would
be a productivity of 15,000 units whereas the estimated maximum before self
optimisation was 10,000 units. This kind of self optimisation would have a huge
impact on the flexibility and reactivity of a production system and therefore con-
tribute significantly to its productivity. The described self-optimising effect is
shown in Fig. 2.5.

Fig. 2.5 Better performing than engineered (Schuh et al. 2014a)
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(1) “When a self-optimising system reaches its process performance limits the
self-optimisation constitutes a process pattern change”
In general systems of all kinds are optimised within the systems current state
in order to reach an optimal performance level. Usually this level is approa-
ched by a decreasing speed. Whenever the optimal performance level is
reached no further optimisation is possible. The only way to improve per-
formance beyond this theoretical border is a change within the system itself or
within the process pattern. An example for this kind of optimisation is rep-
resented by the Fossbury Flop whereas the jumping height could not be
improved by the old jumping technique the Fossbury Flop enabled athletes to
reach new records. For a production system this pattern change describes the
dynamic adaption of the target system. The production system does not only
try to reach an exogenous given target but adjusts this target based on internal
decisions (Schmitt and Beaujean 2007). Within Industrie 4.0 self-optimising
systems therefore should be able to acknowledge performance boarders and
change process patterns in order to surpass them.

(2) “Self-optimisation requires an over determined sensor actuator system”
The term “determined” states the described system is fixed within its pre
determined patterns, as no degrees of freedom are available to the system to
adapt its patterns. For an over-determined system however, there is a possi-
bility to change patterns. For example within a pattern change one degree of
freedom can be taken away in exchange for another degree of freedom. Thus a
system can adapt to changing requirements. This type of learning and adaption
requires a cognitive system, which contains sensors and actuators (Zaeh et al.
2010). Nowadays the change within patterns is usually supported by a human
worker (Schmitt et al. 2007), who then expands the sensor actuator system of
the production system. To replace the human intervention it is therefore
necessary to provide the self-optimising systems with an over-determined
sensor actuator system.

2.4 Conclusion

This paper pursues the vision that one core characteristic of Industrie 4.0 is a raise
in collaboration productivity. Accordingly, four main enablers as preconditions for
Industrie 4.0 and collaboration are introduced. These enablers can help to reach
mechanisms or target states, which represent a significant increase in productivity.
The paper introduces and explains two hypotheses for each of the four mechanisms,
which indicate how the Industrie 4.0-mechanisms can be reached and how the
Industrie 4.0-enablers help implementing the mechanisms. Future research will
focus on the empirical validation of the depicted hypotheses and mechanisms in
order to strengthen or adapt the pursued vision.
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Chapter 3
The Production Logistic Theory
as an Integral Part of a Theory
of Production Technology

Julian Becker and Peter Nyhuis

He who loves practice without theory is like the sailor who
boards ship without a rudder and compass and never knows
where he may cast.

(Leonardo Davinci 1452–1519)

3.1 Motivation

Today’s manufacturing companies operate in a turbulent environment. Globalisa-
tion, increasing market dynamism and ever shortening product life cycles are just
some of the aspects that characterise the steady rise in competitive pressure (Roland
Berger Strategy Consultants GmbH 2012; Abele and Reinhart 2011; Sirkin et al.
2004). Moreover, factors such as sustainability and the conservation of natural
resources are playing an increasingly important role (BMU 2012; Deutsche Post
AG 2010). In order to maintain sustainable production in a turbulent environment, it
is necessary to be able to anticipate impending changes and to determine and assess
available alternative courses of action. The determination of potential action
strategies requires knowledge of how production facilities behave at all levels,
including those of production networks, machines and processes. Accordingly, in
order to maintain their long-term success, companies must be able to predict,
analyse and influence changes and the impacts they have on their production. What
this requires is a comprehensive theory by which to achieve a scientific under-
standing and an integral description of production technology. The development of
a production logistic theory serves to clearly illustrate both the scientific and the
practical benefits of such generally applicable theories. Using the example of
production logistic theory, this article seeks to determine the fundamental
requirements and challenges that are involved in developing such a theory and
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discusses the necessity of a model-based, holistic description of production. Initial
approaches towards a theory of production technology are then indicated and future
fields of development identified.

3.2 Theory Development in the Context of Production
Technology

The interpretation of the term ‘theory’ may incorporate different aspects, depending
on the scientific-theoretical viewpoint adopted, for which reason a brief definition
will first of all be given here. The National Academy of Science in the USA defines
a theory as “a well substantiated explanation of some aspect of the natural world
that can incorporate facts, laws, inferences, and tested hypotheses” (National
Academy of Sciences 1998, p. 5). Hence, theories constitute models of reality, on
the basis of which it may be possible to derive recommended courses of action.
They are verifiable through observation and remain valid until such time as they are
scientifically disproven (Popper 1935).

In the context of production technology, theories play a role in generating
knowledge, applying them and disseminating them. They are also used in developing
production systems as well as in staff training activities. Interest groups include both
scientists and users/operators as well as those in training and further education. An
unambiguous definition of input, output and system parameters simplifies the basic
understanding of the system. Moreover, the theory supplies explanatory models of
system behaviour, and the use of uniform terminology enables communication
within and between the various interest groups. When designing systems, the use of
theory-based construction rules ensures that the required functions are fulfilled. In
ongoing operation, theories support the enhancement of subsystems, as they also do
in the coordination of subsystems among each other. This makes it possible to
counteract, for instance, an obstruction, uncontrolled vibration or incorrect behav-
iour in a system. In a seminar situation, theories often serve to illuminate a body of
knowledge gained through experience, while supplying explanations of system
operation and enabling analysis of technical and logistic systems (Wiendahl et al.
2010; Nyhuis and Wiendahl 2007).

The development of a theory involves passing through several consecutive
stages (Fig. 3.1). The first stage of theory formation comprises defining the scope of
observation and laying down the content boundaries. It is then possible to derive
research questions based on this foundation. After collecting together the necessary
materials and available knowledge, models and submodels can be developed and
validated by means of experiment and protocol. In turn, the hypotheses thus derived
enable laws or partial laws to be defined. The combination of the models and laws
thus developed ultimately leads to the formulation of (sub)theories of the scope of
observation defined at the outset. The models, laws and hence the overall theory
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retain their validity until such time as they are scientifically disproven (Nyhuis and
Wiendahl 2010).

Model development represents an essential tool in the generation of new
knowledge and theories. A number of approaches can be taken in pursuing this end;
these are illustrated in Fig. 3.2.

The experimental method involves gaining knowledge by empirical means such
as observation and/or experiment. Another approach is to employ the deductive
method, in which conclusions are drawn on the basis of purely logical interrelations.
The knowledge gained by this means must be empirically verifiable in order for it to
be of practical and scientific value. The experimental model frequently only
describes a simulation or laboratory experiment for a very specific condition of a
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simulation and the deductive model is often too abstract for the practically oriented
user; however, the deductive-experimental model combines the respective advan-
tages of both models. As far as it is not possible to produce a purely deductive model,
it is primarily recommended that a deductive-experimental approach be taken and a
deductively derived model substantiated by experimentation (Nyhuis et al. 2009).

This approach is the one primarily followed in the development of a theory of
production logistics and is explained in detail in the following.

3.3 Production Logistic Theory

Weber (2008) remarked that a logistic theory could not be developed, since logistic
questions were broadly distributed throughout the entire value chain. In the supply
chain logistics activities are performed by different agents in the various organi-
sational divisions, such as the purchasing, production and distribution departments.
A further problem is frequently encountered by virtue of the differences in the target
systems in the various divisions. This is precisely why it is urgently necessary to
develop a logistic theory that makes it possible to orient the formation of the value
chain and the activities of the agents towards a common goal.

The Institute of Production Systems and Logistics (IFA) has been studying the
development of a comprehensive production logistic theory for the internal supply
chain for more than 40 years. For this purpose, numerous research questions have
been identified and logistic models developed that have been validated in practice
and are in broad use. By linking the models, it is possible to conduct a model-based
calculation of realisable logistics performance for virtually any configuration within
the internal supply chain. Furthermore, basic laws of production logistics and other
fundamental laws can be derived (these are however beyond the scope of the
present article. Interested readers may obtain further information by referring to
Nyhuis et al. (2009) and Lödding (2013)).

The so-called logistic operating curves are one of the best-known logistic models
in scientific and practical use (Nyhuis 1991, 2007). The aim of this chapter is to
show by example how to develop a model successfully and what challenges exist.

The aim of a logistic operating curve is to show a mathematical relationship
between the determining factor work in process and the resulting target variables
output rate and range of a workstation. Moreover, all relevant framework conditions
and real determining factors that impact on the workstation must be taken into con-
sideration (Fig. 3.3). The basis of the model is the throughput diagram, which shows
the throughput with respect to time (Wiendahl 1987; Kettner and Bechte 1976;
Heinemeyer 1974). Thework content entering the workstation is shown in the form of
an input curve while the throughput is shown cumulatively over time as an output
curve. By presenting the information in this way, it is possible to describe the system’s
behaviour in terms of the logistic parameters ofwork in process, output rate and range
for precise points in time. If the determining factors or input parameters of the
workstation, such as capacity levels or lot sizes, change under real conditions, or if
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there are any process disturbances, the effects can be calculated directly and quanti-
tatively. However, the throughput diagram does not—or not fully—describe the
cause-effect relationships between the logistic parameters. Hence, one central chal-
lenge encountered in deriving logistic operating curves was to determine the cause-
effect relationships between the determining factors and the target variables taking
into account all determining factors relevant to production. The ideal logistic oper-
ating curves were derived in an initial deductive modelling stage. This describes the
theoretical limiting values of the logistic key performance indicators with the
underlying cause-effect relationships. The modelling of the cause-effect relationships
between the performance parameters in real process flows and disturbances was
conducted bymeans of the experimental analysis of simulation results for the purpose
of parametric adjustment. This process of deductive-experimental modelling enables
the logistic operating curves to adapt easily to changes in framework conditions. Since
both the model structure and the input parameters of the model primarily originate
from elementary principles, the cause-effect relationships between the logistic target
variables can be easily described (Nyhuis et al. 2009).

Figure 3.4 shows examples of further logistic models which, taken together and
in the given combination, lead to the formulation of a production logistic theory.
The scope of observation comprises the internal supply chain between the pro-
curement and sales markets, which consists of idealised supply, assembly and sales
processes. Numerous logistic models have been developed for the respective pro-
cess elements store, manufacturing, assembly and distribution. Selected models are
briefly presented in the following.
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Warehouse processes can be analysed at various distribution levels by means of
the store throughput diagram (Gläßner 1995) and the service level operating curve
(Lutz 2002). These models support to indicate service levels and existing potentials.
Moreover, article-specific safety stock can be dimensioned.

As outlined above, manufacturing processes can be described qualitatively and
for precise points in time by means of the throughput diagram. Building on this, the
logistic operating curves show the functional dependencies between the logistic
target variables output rate, throughput time, inter-operation time and range. The
progression of these target variables is shown as a function of the work in process.
This enables a controlling process for the logistic analysis and enhancement of
existing production processes. The central challenge encountered in assembly
processes lies in the logistic coordination of upstream processes, which can be
analysed by means of the assembly throughput diagram (Münzberg et al. 2012;
Schmidt 2011). The allocation diagram (Nyhuis et al. 2013; Beck 2013; Nickel
2008) supplies quantitative statements regarding the consequence of delayed supply
from the upstream processes. Moreover, it enables potential to be identified in terms
of inventory costs and delivery reliability with regard to assembly processes.
Delivery reliability and schedule compliance are particularly important purchasing
criteria with respect to the sales market. The schedule compliance operating curves
(Schmidt et al. 2013) enable an analysis of the scheduling situation of external
suppliers or customer-supplier relations within the company, and describe the
interrelations between schedule adherence, safety time and stock.

It is now apparent that the logistic models have led to a consistent understanding
of the system that constitutes the internal supply chain. This makes it possible to
describe, predict and influence logistic system behaviour with respect to logistic
parameters such as work in process or lateness. On the basis of these known cause-
effect relationships, it is possible to implement a theoretically grounded means of
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supporting decision-making processes in companies. Models such as the determi-
nation of lot-size, safety stock or scheduling of production orders have proven to be
of immense practical and sustainable benefit in industrial practice.

It must be borne in mind that the models presented here should be regarded as
partial models. Further work is currently being conducted to develop link-variables
between the models, by which it will be possible to connect the partial models to
form a complete production logistic theory.

Provided the relevant research gaps in the scope of observation can be detected
and closed in the near future, it will be possible to gradually expand it. It is therefore
conceivable that the theory of production logistics might be extended to incorporate
the external supply chain or other target fields such as ecology.

As already stated in the foregoing, the IFA has been involved in researching into
a theory of production logistics for the past 40 years. A conspicuous aspect of this is
that the development intervals that lead to the formulation of new models are
becoming increasingly shorter. While the interval that lay between publications
relating to the throughput diagram (Heinemeyer 1974) and those referring to the
logistic operating curves (Nyhuis 1991) was as long as 17 years, just under three
years separated the development of the assembly throughput diagram (Schmidt
2011) from the analytical description of the allocation diagram (Beck 2013). One of
the main reasons for this is the increasing degree of understanding of theory and
model development that prevails at the IFA, the effect of which is to considerably
accelerate the development process. It is also apparent that the process of theory
development not only requires experience but also endurance on the part of research
institutes and sponsors of research.

The production logistic theory represents an integral part of production logistics.
A comprehensive theory of production technology is necessary to allow compre-
hensive statements to be made and to recommend courses of action above and
beyond the subdisciplines. Initial ideas and approaches will be presented in the
following.

3.4 Towards a Theory of Production Technology

The overriding objective of production technology is to transform materials into
goods that are destined for a sales market. As a technical science, production
technology incorporates principles of natural, economic and social sciences as well
as humanities (Spur 2006). Owing to the diverse issues involved, the interlinking of
theory and practice plays a particularly important role.

For several decades, numerous approaches have been adopted in the field of
business administration towards modelling production by means of a general the-
ory. It is hence impossible within this framework to present a comprehensive
overview of the state of the art. Reference is therefore made to Dyckhoff (2002)
who recently published an excellent overview along with an appeal that production
theory should undergo continued development. He defines production as value
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creation that comes about by means of transformation. A transformation is char-
acterised by a qualitative, quantitative, spatial or temporal change of an object or its
properties. The basic structure of the general theory of production is illustrated in
Fig. 3.5 (Dyckhoff 2006).

A production system consists of two subsystems, the performance system and
the management system, which are in a state of interaction with the environment.
The performance system comprises the value adding transformation, which is
planned, controlled and monitored by the management system. The object under
analysis in the general theory of production is the relationship between input and
output, which itself can be affected by external disturbance factors. These interre-
lations are in general formally described by means of production functions. Ref-
erence variables are derived from the overall economic goals; these have an effect
on the management system. The management system develops targets for the
production programme on the basis of incoming information from the market and
environment. This is passed on to the performance system, which generates an
output from the input variables by means of various transformation processes, in the
form of products for the sales market. The actual is reported back to the manage-
ment system.

A major weakness of the basic model of a general production theory in business
administration lies in the functions of production, as these do not explicitly take into
account the real value-creation processes. It is not possible to draw direct conclu-
sions about the output of the performance system as a whole from a change brought
about to a single production factor, for example the manpower at a workstation. In
particular variant rich piece-wise productions of multi-staged products are not
practically described by such production functions. Rather, technologically founded
transformation steps with varied interaction levels must be taken into consideration.
As a rule, resources in the form of raw materials, semi-manufactures and purchased
parts are transformed into goods and products in the course of several production
and assembly stages. This also requires operative control of production processes,
plants and machinery. The scope of production under observation should therefore
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be expanded to include operative planning and control on the one hand and tech-
nological and logistic transformation processes on the other. Furthermore, there are
numerous overall goals beside cost-effectiveness to be pursued by businesses in
order for them to remain sustainably successful. Logistic performance criteria such
as delivery time and delivery reliability must be taken into consideration, as must
such factors as flexibility or transformability in the face of short-notice changes to
customer requirements. Moreover, ecological and social aspects are becoming
increasingly important factors when it comes to fulfilling the overall goal of sus-
tainable production (Nyhuis and Wiendahl 2010; Wiendahl et al. 2010).

The German Academic Society for Production Engineering (WGP) has taken on
the task of taking the aforementioned criticisms on board and additionally incor-
porating a technological production model in the basic model of a general pro-
duction theory in business administration. Figure 3.6 shows a schematic diagram of
this extension.

The technological production model still consists of a management system and a
performance system. The overall goal of sustainability has now been incorporated,
and alongside economic, ecological and social aspects, functional compliance of the
manufactured products has been added. This ensures that production is incorporated
as a factor in the fulfilment of customer requirements. The input variables are
information, work-force, materials and energy; these are transformed by means of
the performance system into elements, parts, part families or sub-products, products
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and overall into a product portfolio. Within the performance system there are
transform elements: process, machine, system, production location and production
network, to which the support functions of test and measuring equipment, technical
control and logistic control have been added.

In order to develop a theory of production technology, it is necessary to deter-
mine submodels within and between the transform elements and to derive
hypotheses from these. An important first step consists of further subdividing the
overall goals. For example, of relevance to functional compliance on the level of
elements and parts are the features for denoting the geometric body, its surface, its
material properties and its service life. On the product level, the main aspects are
functionality, performance and appearance. As for the economic goals, of primary
interest are cycle times, tooling times, throughput times and manufacturing costs;
delivery times, delivery compliance and the effect on turnover have been added on
the upper levels. The ecological goals are characterised by both the material aspect
(material utilisation, reutilisation) and the energy aspect; the environmental pollu-
tion generated by the production facilities has now been added. Finally, social goals
are oriented towards the immediate workplace location and primarily concern their
ergonomic and safe design. Of decisive importance at higher levels are such factors
as personal communication, and the work content determined by the structural
organisation, as well as trust and cooperation (Nyhuis and Wiendahl 2010;
Wiendahl et al. 2010).

The WGP model presented here represents a generally valid approach to a theory
of production technology. It involves a highly interconnected performance system
on various production aggregation levels. Once the individual subdisciplines of
production technology have been modelled, it will be possible to consistently
describe, predict and influence the behaviour of the transform and support elements.
This knowledge of the complex interactions will lead to the implementation of a
consistently designed and efficiently coordinated system. This will allow companies
to ensure sustainable production and enhance company success even in times of
turbulence.

3.5 Summary and Outlook

Companies today must meet the challenge of asserting themselves within a non-
deterministic and turbulent environment. For this reason, a theoretical understanding
of production is absolutely vital so that predictions may be made and courses of
action recommended within this state of increasing complexity. The development of
a production logistic theory at the IFA clearly shows the scientific and practical
benefits of such generally valid theories. Once developed, such logistic models will
make it possible to determine the interactions taking place within the internal supply
chain in a manner that is both inexpensive and theoretically grounded and thus to
support commercial decision-making processes. Furthermore, it has been shown that
a theory development process requires much in the way of both experience and
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endurance on the part of research institutes and sponsors. Although theoretical
approaches relating to production already exist, they are not in themselves sufficient
for explaining the complex interactions that take place within production. Accord-
ingly, the scientific and theoretical understanding of production technology as a
whole constitutes a major research gap. TheWGP approach to a theory of production
technology presented here represents an attempt to close this gap by substantiating
the scope of observation by means of the technological production model. The aim is
to orient the entire performance system with its complex interactions, taking into
account the defined overall goals. To this end, further efforts will be required in all
subdisciplines to derive research questions from the substantiated overall goals and
to develop the respective models. Following this, the individual integral models and
theories can be merged to form a theory of production technology.

Open Access This chapter is distributed under the terms of the Creative Commons Attribution
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in
any medium, provided the original author(s) and source are credited.
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Part II
Individualised Production

Reinhart Poprawe, Frank Piller, Christian Hinke

Individualised production is a concept for designing and aligning all elements of a
production system to enable a high level of product variety and dynamics with mass
production costs. Product design, production technology and value chains are the
key elements within a production system.

Therefore, research in the field of “Individualised Production” within the Cluster
of Excellence “Integrative Production Technology for High-wage Countries” is
focused on analysing and modelling the optimal combinations and configurations of
production system elements and the development of the according processes and
technologies.

The emerging Additive Manufacturing (AM) and especially the Selective Laser
Melting (SLM) technologies provide great potential for solving the dilemma
between scale and scope, i.e. manufacturing products at mass production costs with
a maximum fit to customer needs or functional requirements. Due to the complex
nature of production systems, the technological potential of AM and especially
SLM can only be realised by a holistic comprehension of the complete value
creation chain, especially the interdependency between products and production
processes.

Therefore, one major objective is the development of a reference architecture for
direct, mould-less production systems, applied on SLM production systems, ana-
lysing and modelling the interdependencies between the following sub-systems:

• Production technology (structure of SLM machine, manufacturing technology)
• Product design (shape, function, material and mechanical properties)
• Value chain (product programme and business model)

The first chapter of this part discusses the economic effects of AM on the locus
of innovation and production. After reviewing some current business models that



successfully use AM as a source of value creation, it discusses how AM may enable
a more local production by users, supplementing the recent development of an
upcoming infrastructure for innovating users and “Makers”.

The second chapter of this part gives an overview of production technology,
especially on recent results regarding machine concept and process development.
Additionally the resulting potential in product design, especially in the field of
topology optimization and lattice structures is discussed in this chapter.
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Chapter 4
Business Models with Additive
Manufacturing—Opportunities
and Challenges from the Perspective
of Economics and Management

Frank T. Piller, Christian Weller and Robin Kleer

Abstract Technological innovation has frequently been shown to systematically
change market structure and value creation. Additive manufacturing (AM), or,
colloquially 3D printing, is such a disruptive technology (Berman 2012; Vance
2012). Economic analysis of AM still is scarce and has predominantly focused on
production cost or other firm level aspects (e.g., Mellor et al. 2014; Petrovic et al.
2011; Ruffo and Hague 2007), but has neglected the study of AM on value creation
and market structure. In this paper, we want to discuss the economic effects of AM
on the locus of innovation and production. This is why we first review some current
business models that successfully use AM as a source of value creation. Being a
potential disruptive influence on market structures, we then discuss how AM may
enable a more local production by users, supplementing the recent development of
an upcoming infrastructure for innovating users and “Makers”.

4.1 Introduction

Recently, it has been highlighted that additive manufacturing (AM) technology has
the potential to spark a new industrial revolution by extending the features of con-
ventional production systems (Atzeni and Salmi 2012; Berman 2012; Mellor et al.
2014; The Economist 2011). But AM technology affects market structure beyond
direct effects on a single firm’s production processes. There is a growing community
of “Makers” who develop and share 3D models, sell 3D printed products on mar-
ketplaces, and even develop and provide their own 3D printers for home usage
(De Jong and de Bruijn 2013; Gershenfeld 2005; Lipson and Kurman 2013). Fur-
thermore, a steadily growing number of 3D printers for home and industrial use
extends the scale and scope of manufacturing options. Only two years ago, industry
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analyst Gartner (2012) argued that AM is at its “peak of inflated expectations,”
noting that the technology is still too immature to satisfy such high expectations.
More recently, however, Gartner (2014) predicted that industrial use of AM is likely
to reach a level of mainstream adaptation between 2016 and 2020.

AM technology has been in use since the 1980s. In the early phase, the application
of AM technology was basically limited to the production of prototypes. The tech-
nology’s primary goal was to offer an affordable and fast way to receive tangible
feedback during the product development process; prototypes were usually not
functional (Gibson et al. 2010). Today, prototyping via AM has become a common
practice in many firms. The far greater opportunity of AM, however, and the reason
behind its current hype, is its promise to replace conventional production technologies
for serial manufacturing of components or products (“rapid manufacturing”, Gibson
et al. 2010). The latter application also bears numerous opportunities for business
model innovation.

4.2 Technological Characteristics Driving AM’s Economic
Impact

Ongoing standardization efforts aim to find a coherent terminology for the various
AM technologies in use today. Generally, AM refers to “the process of joining
materials to make objects from 3D model data, usually layer upon layer” (ASTM
International 2012). There is a variety of different manufacturing processes behind
the general term AM. These processes can largely differ in the available choice of
materials, build rates, the mechanical properties of the produced parts and other
technological constraints. Thus, certain application fields are usually associated
with either of these processes. As a result, one cannot refer to the AM technology.
This is why further economic analysis in this paper aims to generalise some basic
principles that characterise AM as a new production technology available for
industrial and personal uses.

The main benefit of AM technology is that it enables the flexible production of
customized products without cost penalties in manufacturing. It does so by using
direct digital manufacturing processes that directly transform 3D data into physical
parts, without any need for tools or moulds. Additionally, the layer manufacturing
principle can also produce functionally integrated parts in a single production step,
hence reducing the need for assembly activities. Thus, AM technology significantly
affects the costs of flexibility, individualisation, capital costs, and marginal pro-
duction costs (Berman 2012; Dolgui and Proth 2010; Koren 2006).

Nonetheless, the opportunities of AM come with a number of limitations:
available materials do not always match the characteristics of conventional manu-
facturing processes, the production throughput speed is rather low, most manufac-
tures still demand an additional surface finish, and common standards for quality
control are not established yet (Berman 2012; Gibson et al. 2010). While the former
limitationsmay be of temporary nature, diminishing with technological development,
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there is a larger inherent threat of AM: In combination with improved 3D-scanning
and reverse-engineering capabilities, AM also poses severe risks to the intellectual
property rights of product designs (Kurfess and Cass 2014). In the end, AM means
digital production, starting with full digital representations of the output. Copying a
physical product and converting it into shareable 3D design data might become as
easy as copying a printed document or sharing ordinary computer files—similar
developments led to disruptive change in the music industry (Wilbanks 2013). The
issue of property rights in an age of digital product designs is one of the most severe
economic consequences of AM. In the end, we believe it will be the clever design of
ecosystems and business models, turning this threat into an opportunity, which will
determine the economic potential of AM.

4.3 AM Ecosystem

Economic consequences of AM can hardly be discussed at a single user level. As
coined by Jennifer Lawton (president at MakerBot), “3D printing is an ecosystem,
not a device” (Conner 2013). Thus, it is important to develop an understanding of
the different elements that constitute this ecosystem which go far beyond sole
manufacturing resources and industrial users. Figure 4.1 provides an overview of
the components of such an ecosystem.

Though AM is a manufacturing technology, it needs to be considered in the
context of digital value chain activities (Brody and Pureswaran 2013; Rayna and
Striukova 2014). This is why the ecosystem encompasses activities along a com-
bination of both a conventional manufacturing value chain and a digital value chain
of content (product design) creation and distribution. Manufacturing value chains

Fig. 4.1 AM ecosystem
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frequently include activities related to supply, R&D, production, distribution and
the use of a final product (Rayport and Sviokla 1995). Digital value chains differ in
regard to its primary object of transactions: it is, by definition, information or digital
content (Walters 2012). AM’s capability of direct digital manufacturing is fre-
quently highlighted—besides raw materials, it is only the digital product design
(CAD) file needed functioning as a universal interface (Berman 2012; Lipson and
Kurman 2013; Tuck et al. 2008). Thus, elements of a value chain for digital
manufacturing would need to encompass elements such as software, policy (i.e., IP
rights), or online services and online 3D design marketplaces.

While most innovation for the manufacturing value chain has been driven by
large conventional companies in a BtoB-setting, innovation in the digital value
chain has been the result of a growing community of “Makers”, i.e. hobbyists,
private consumers, and small start-ups interesting in utilizing AM for local man-
ufacture of objects for own use. This community has been very active in developing
3D models, creating an infrastructure for sharing these models digitally in online
repositories (like Thingiverse or Google 3D Warehouse), selling 3D printed
products on marketplaces, and even developing their own 3D printers for home
usage (De Jong and de Bruijn 2013; Gershenfeld 2005; Lipson and Kurman 2013).

We argue that this Maker community has become a kind of “economic lab”,
experimenting with different designs of value chain and business models, which also
provides insight for large scale industrial use of AM. Much of the development of
AM innovation in this Maker community has been driven by a mindset of open-
source hardware and “Creative Commons” licences. Still, various for-profit busi-
nesses emerged successfully from this ecosystem. For example, what started as an
open-source project for personal 3D printers (the RepRap project), was further
developed and commercialized with the ‘Makerbot’, a New York based company
that became object of a large acquisition by one of the core companies of commercial
AM technology (see next section). The upcoming of sustainable business models for
AM hence may be similar to the early days of personal computing, where early PC
development took place in the “Homebrew Computer Club”, developing then into
commercial PC makers (Apple etc.), or of digital music distribution, where file
sharing communities like Napster developed into commercial online music plat-
forms like iTunes (Anderson 2012; Berman 2012; Lipson and Kurman 2013).

4.4 Examples of Existing AM Businesses

Today, a variety of business model exist that cover different activities in the AM
ecosystem. In the following, we present some examples of key players in this
domain to illustrate how pioneering firms already use AM in their businesses.

Shapeways, one of the first movers in this market, is a 3D model marketplace
and production service. It is estimated that they hold a market share of about 70 %
(Ponfoort et al. 2014). The idea of Shapeways is to connect designers with con-
sumers, thereby collecting a certain service and production fee. i.materialise is
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using a similar business model. Thingiverse, on the other hand, is a community-
based design sharing platform, operated by Makerbot (owned by Stratasys). The
main idea behind this platform is to promote the use of home 3D printers, in
particular Makerbot devices.

FabLabs also aim at promoting the use of 3D printing, however, they are not
profit-oriented and work closely together with universities and research centres.
These labs provide access to local digital fabrication tools (e.g., 3D printer, laser
cutter). TechShops commercially provide a similar digital fabrication infrastructure
on a pay-by-use basis. 3D Hubs is a platform to find nearby 3D printers. The idea is
to share existing capacity of locally available printers. 3D Hubs as the match-maker
charges a service fee to users. This platform is thus using the advantage of 3D
printing as a local production facility.

If files for printing are not downloaded from a design sharing platform like
Thingiverse, they need to be generated and altered. Already existing objects may be
scanned, using a 3D scanner. NextEngine or Makerbot offer such a product. CAD
software, as provided by Autodesk, may then be used to edit such files. Alterna-
tively, it can of course be used to generate 3D design files from scratch. Finally,
there are, of course, machine manufacturers, such as 3D Systems or Stratasys who
offer 3D printers in various price ranges for both, industrial and home use.

Indications of growing market confidence in the sustainability of business
models relying on 3D printing offerings include the recently announced acquisition
of Makerbot by Stratasys for US$403 million (Stratasys 2013). Furthermore,
dedicated investment funds have been launched that track the performance of the
AM sector. Building on AM technology in general and the aforementioned business
models in particular, a variety of opportunities for innovation and entrepreneurship
arise.

4.5 How AM Facilitates User Innovation
and Entrepreneurship

The history of technology taught us that innovation and new business models are
frequently developed outside firms’ R&D departments (Von Hippel 2005). User-
driven innovation appears where problems are directly observed and corresponding
solutions are developed. AM facilitates transforming ideas into physical products,
and to turn user innovators into manufacturers and entrepreneurs. Thus, user
entrepreneurs may become independent of established producers’ manufacturing
resources to (locally) commercialize their innovations with their own business
models.

4 Business Models with Additive Manufacturing … 43



4.5.1 Local Manufacturing and 3D Printing at Home

A distinctive feature of AM is frequently emphasized in the popular press: its ability
to be placed locally next to potential users, up to the point of locating a 3D-printer
into a user’s home (Berman 2012; De Jong and de Bruijn 2013; The Economist
2011; Vance 2012). Physical products have usually been manufactured at a pro-
duction site far from the location of end user. For many products fixed costs in
conventional production lead to economies of scale. Some products are also simply
too difficult to produce or to assemble for a regular user, there is a need for specific
knowledge or tools which are costly to get. The downside of this way of producing
is typically some kind of missing fit of the final product. Some products are needed
“right away”, others are produced in a standard setting at the manufacturer while
users have a preference for a variety. Moreover, some products require a try-on and
rework, again resulting in disutility for the user.

If this disutility overweighs the economies of scale in production, there is scope
for local manufacturing at the point of use. This feature is exactly the core of the
business model of 3D Hubs. One of the key characteristics of AM is that it dra-
matically reduces the benefit of conventional economies of scale. As a result, local
manufacturing could become profitable. Anecdotic evidence supports this obser-
vation: The price of personal 3D printers has decreased several magnitudes within
the last 5 years, leading to a growth in the installed base of this machinery of
50–400 % annually (Wohlers 2013). In addition, an accessible local manufacturing
infrastructure based on AM is in the upcoming. Companies like TechShop or non-
profit institutions such as FabLabs provide local access to AM, comparable to the
“copy shop” around the corner. Thus, it is likely that an increasing number of users
will direct access to local 3D printing resources in the near future.

4.5.2 User Innovation and AM

Local production may be foremost attractive for innovating users. Past research has
shown that users have been the originators of many industrial and consumer
products (Von Hippel 2005). Especially when markets are fast-paced or turbulent,
these lead users are becoming a major source of innovation. Recent development in
IT have lowered the cost for users to innovate: steadily improving design capa-
bilities that advances in computer hardware and software make possible; improved
access to easy-to-use development software; and the growth of a steadily richer
innovation commons that allows individual users to combine and coordinate their
innovation-related efforts via the internet. But there has been a “missing link”
(Skinner 1969) in user innovation: manufacturing. Many (lead) users lack the
resources and capabilities to turn their inventions into “real” products beyond
prototypes, i.e., products with the same properties like industrially manufactured
goods. Hence, users often freely revealed their innovations to manufacturers
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(Harhoff et al. 2003), benefiting from their capabilities to produce the product in an
industrial and stable quality. Manufactures, in turn, benefited from taking up this
task by the opportunity to sell these products also to other customers, hence pro-
viding a distribution channel for the user invention. For broader development of
user innovations, however, this system relied on the availability and willingness of
a manufacturer to take up a user innovation.

AM could change this process. Users can turn to advanced AM technologies to
produce smaller series of products for themselves and their peers. User innovation
then will be supplemented by user manufacturing, which we define as the ability of
a user to easily turn her design into a physical product. By eliminating the cost for
tooling (moulds, cutters) and switching activities, AM allows for an economic
manufacturing of low volume, complex designs with little or no cost penalty. AM
further enables multiple functionality to be manufactured using a single process,
including also secondary materials (like electrical circuits), reducing the need for
further assembly for a range of products. In addition, integrated functionality can
replace the need for surface coatings and textures (Wohlers 2013). All these
characteristics make AM a perfectly suited manufacturing technology for user
manufacturers.

4.5.3 User Entrepreneurship and AM

With this production capacity available, user manufacturers may turn into user
entrepreneurs. Recent research found that innovating (lead) users frequently engage
in commercializing their developments (Shah et al. 2012). Accordingly, the term
user entrepreneurship has been defined as the commercialization of a new product
and/or service by an individual or group of individuals who are also innovative
users of that product and/or service (Shah and Tripsas 2007). User entrepreneurs
experience a need in their life and develop a product or service to address this need,
before founding the firm. As a result, user entrepreneurs are distinct from other
types of entrepreneurs in that they have personal experience with a product or
service that sparked innovative activity and in that they derive benefit through use
in addition to financial benefit from commercialization.

The option for local production via AM will also benefit user entrepreneurs. First
of all, the sheer opportunity to get access to a flexible manufacturing system
without investing in high fixed cost may turn more lead users into user entrepre-
neurs. In particular, the new product development process can be facilitated when
AM is employed. Efforts both in terms of costs and time can be largely reduced
with access to local AM resources, while design iterations do not involve cost
penalties (no tooling). Once user entrepreneurs started commercializing their
products, they may have a competitive advantage against established manufacturers
as they obtain better local knowledge on customer demand, allowing them to design
products closer to local needs. Especially in a situation where customer demand is
heterogeneous and customers place a premium on products fitting exactly to their

4 Business Models with Additive Manufacturing … 45



needs, local producers may outperform established manufacturers of standard
goods. The benefits of offering a better product fit may outweigh disadvantages in
manufacturing costs due to economies of scales achievable by the established firm
with its standard offering. A system of entrepreneurial user manufacturers could
have large impact on the market structure in a given industry.

Interestingly, entrepreneurs do not need to acquire their own manufacturing
resources. Instead, they might use the existing AM ecosystem and rely on a 3D
printing service (like Shapeways, as described before) or contract manufacturer to
produce their goods—the interface is rather simple: the product’s 3D design file.
Thus, AM reduces barriers to market entry as fixed costs for production are largely
eliminated.

4.6 Conclusions

Concluding, we propose that AM will largely influence the locus of innovation and
production, enabling the design of new value chains and business models. To
achieve economies of scale, many physical products have previously been manu-
factured far from the site of end use. This can sometimes create high costs for the
user due to the lags involved in acquiring something physical that is needed “right
away” and “just as I like it”. In these cases, AM of physical products at the point of
use can make sense even if it comes with high production costs per unit. This
market demand, in turn, induces development of on-site manufacturing methods
and equipment. Once these are available, they tend to become progressively
cheaper and serve larger segments of the market.

However, the future development of AM and its applications are hard to predict,
which is mainly caused by the fact that AM is embedded in a large ecosystem with
a variety of actors with different capabilities and interests. Users might play a
significant role in this ecosystem. They successfully demonstrated their innovating
power in the past; now, as they get increasingly more access to local manufacturing
resources (formerly, the “missing link”), it is likely that the triad of user innovation,
user manufacturing and user entrepreneurship is fuelled. The current rise of a Maker
community utilizing, but also developing AM technologies, is a string indicator for
this opportunity. In turn, established firms need to rethink their existing business
models and adapt a different role in the ecosystem, for example one of a platform
operator, marketplace or service provider.

Naturally, there are also opposing drivers, so the question whether production
will shift toward a system of local manufacturing is non-trivial: First, under com-
petition, existing manufacturers may react with pricing and/or product enhance-
ments, increasing the appeal of their offerings. Secondly, it has been shown that the
strive for economies of scale in a centralized conventional manufacturing system has
established a strong and very proven regime that is difficult to break up. Finally, the
threshold to engage in own manufacturing may be high for many users. Consider the
case of digital photo printing: After a strong rise of home photo printers, the market
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today has equally divided into decentralized printing kiosks in drugstores and large
scale, centralized labs served via the internet. At-home printing of glossy photos
however has strongly diminished. Are these transitional adaption effects or structural
constraints? Future research has to show.
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Chapter 5
SLM Production Systems: Recent
Developments in Process Development,
Machine Concepts and Component Design

Reinhart Poprawe, Christian Hinke, Wilhelm Meiners,
Johannes Schrage, Sebastian Bremen and Simon Merkt

Abstract The emerging Additive Manufacturing (AM) and especially the Selec-
tive Laser Melting (SLM) technologies provide great potential for solving the
dilemma between scale and scope, i.e. manufacturing products at mass production
costs with a maximum fit to customer needs or functional requirements. Due to
technology intrinsic advantages like one-piece-flow capability and almost infinite
freedom of design, Additive Manufacturing was recently even described as “the
manufacturing technology that will change the world”. Due to the complex nature
of production systems, the technological potential of AM and especially SLM can
only be realised by a holistic comprehension of the complete value creation chain,
especially the interdependency between products and production processes.
Therefore this paper aims to give an overview regarding recent research in machine
concepts and process development as well as component design which has been
carried out within the cluster of excellence “Integrative production technology for
high wage countries”.

5.1 Introduction

The overall objective of “ICD-A Individualised Production” within the Cluster of
Excellence is the resolution of the dichotomy between scale and scope, i.e. man-
ufacturing products at mass production costs with a maximum fit to customer needs
or functional requirements (Schleifenbaum 2011).

The emerging Additive Manufacturing (AM) and especially the Selective Laser
Melting (SLM) technologies provide great potential for solving this dilemma. With
this layer-based technology the most complex products can be manufactured
without tools or moulds. The 3D-CAD model gets sliced layer wise for computing
the scan tracks of the laser beam. In a first manufacturing step powder material
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(typically in a range of 25–50 μm) is deposited as a thin layer (typically 30–50 μm)
on a substrate plate. According to the computed scan tracks the laser beam melts the
powder which is solidified after melting. The substrate plate is lowered and another
powder layer is deposited onto the last layer and the powder is melted again to
represent the parts geometry (Fig. 5.1). These steps are repeated until almost 100 %
dense parts with serial-identical properties are manufactured with the SLM process
directly from the 3D-CAD model (Meiners 1999; Over 2003; Schleifenbaum 2008).

Due to technology intrinsic advantages like one-piece-flow capability and almost
infinite freedom of design, Additive Manufacturing was recently even described as
“the manufacturing technology that will change the world” (Economist 2011) and
several international research groups are working on this topic (Gibson 2010;
Hopkinson 2005; Lindemann 2006).

AM technology in general and in particular SLM is characterised by a funda-
mentally different relation of cost, lot size and product complexity compared to
conventional manufacturing processes (Fig. 5.2). There is no increase of costs for
small lot sizes (in contrast to mould-based technologies) and no increase of costs for
shape complexity (in contrast to subtractive technologies).

For conventional manufacturing technologies such as die casting the piece cost
depends on the lot size. For increasing lot sizes the piece costs are decreasing due to
economies-of-scale. Because lot depended fixed costs (e.g. tooling costs) are very
low for AM, AM enables the economic production of parts in small lot sizes
(Individualisation for free). Innovative business models such as customer co-crea-
tion can be implemented using this advantage of AM technologies (Fig. 5.2 left).

The more complex a product is, the piece cost for manufacturing increase. For
AM this relation is not applicable. The nearly unlimited geometric freedom that is
offered through AM makes the piece cost almost independent from product com-
plexity. In some cases manufacturing costs can even decrease due to lower build-up
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3D-CAD model 
in slices

Powder 

Deposition of a
powder layer

Melting of the powder
by a laser beam

Lowering

Novel geometries of
serial-materials

3D-CAD model 
in slices

Powder 

Deposition of a
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Melting of the powder
by a laser beam
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Fig. 5.1 Schematic representation of the SLM process

50 R. Poprawe et al.



volumes of optimized products with high geometric complexity. Topology opti-
misation is one design approach to save weight while functionally adapting the
product design to predefined load cases (Huang 2007). These different relations
between piece cost and product complexity offer a unique capability for AM to
manufacture innovative products perfectly adapted to the specific technological
requirements through the integration of lattice structures (Fig. 5.2 right).

Due to the complex nature of production systems, the technological potential of
AM and especially SLM can only be realised by a holistic comprehension of the
complete value creation chain, especially the interdependency between products
and production processes.

Therefore this paper aims to give an overview regarding recent research in
machine concepts and process development as well as component design which has
been carried out within the cluster of excellence “Integrative production technology
for high wage countries”.

5.2 SLM Machine Concepts

State-of-the-art SLM machines are typically equipped with a 400 W laser beam
source and a build space of 250 × 250 × 300 mm3. There are different ways to
increase the productivity of SLM machines in terms of process build rate. In general
the productivity can be increase by the following measures:

Increase of laser power to increase the scanning speed, use bigger layer thickness
and bigger beam diameter to increase the build-up speed.

Product complexity

Additive Manufacturing

High Speed Additive 
Manufacturing

Conventional 
Manufacturing

Lot size

Additive Manufacturing

High Speed Additive 
Manufacturing

Conventional
Manufacturing

Individualisation for free Complexity for free

Cost Cost

Innovative business models Innovative products

Fig. 5.2 Innovative business models and innovative products enabled by Additive Manufacturing
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By increasing the build volume more parts can be manufactured in one build job.
Hence, the number of necessary machine set-up and part removal procedures can be
reduced.

Another method to increase the productivity is the parallelisation of the SLM
process by using multiple laser beam sources and multi laser-scanning-systems in
one machine. Either the build area can be multiplied or one build space can be
processed by multi lasers and scanning-systems at the time.

The SLM machine X-line 1000R by Concept Lasers that was presented at the
Euromold (2012) comprises a big build space of 630 × 400 × 500 mm3 that can be
processed with one laser-scanning-system that is moved above the build platform
(Fig. 5.3). This machine is equipped with two process chambers that are rotatable.
One process chamber can be prepared for the next build job while in the second one
the SLM process can take place (Concept Laser 2014).

Another example of a SLM machine with an increased build volume is the SLM
machine SLM500HL by SLM Solutions. The build volume is 500 × 280 × 335 mm3.
The process chamber can be moved inside and out of the machine. The preparation
of the build space can be done outside of the process chamber. The SLM machine
SLM500HL can be equipped with up to 4 laser beam sources with that the build are
can be processed at the same time. Furthermore the so called skin-core build strategy
can be performed. The beam with a small diameter (dS = 80 µm) and up to a laser
power of 400 W is used to build up the outer shape of the parts (skin). A laser beam
with big beam diameter (dS = 700 µm) and laser power up to 1 kW is used to build
the inner core of the part (core). So the build up speed can be elevated while
maintaining the part accuracy (SLM Solutions 2014).

Fig. 5.3 SLM machine concepts for increasing the productivity
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5.2.1 Valuation Method for SLM Machine Concepts

For the comparison and the evaluation of different SLM machine concepts not only
the investment costs of the machine have to be taken into account but also the costs
that are caused during the whole utilization time. Therefore a suitable valuation
method has to be found.

One approach is to analyse the life cycle costs (such as the machine price,
maintenance costs and energy costs) and the cost of the life cycle performance
(such as “laser-on-time” to “laser-off time”).

In typical cost models for SLM investment evaluation the machine hourly rate is
used to calculate the price for the SLM manufactured part. Furthermore, cost and
time factors for preparation and follow steps may be included in the calculation
(Rickenbacher 2013).

In a life cycle cost analysis, including the identification of cost drivers is carried
out for additively manufactured components (Lindemann 2012). As the main cost
driver, the machine costs (73 %) and material costs (11 %) were followed by the
cost of any demand (7 %) and preparatory work (4 %) are identified.

In none of those cost models the influence of the SLM machine concept (build
space, laser power, etc.) is analysed in detail. The cost drivers of those SLM
machines are undiscovered.

A life cycle cost based model is developed to create a possibility to compare
different SLM machine concepts.

In Fig. 5.4 the costs for molten powder material volume (€/cm3) are shown as a
function of the total laser power used in the SLM process. The allocation of the total
costs can be divided into the investment costs (machine costs, costs for laser) and
variable costs (powder material, energy costs, gas costs etc.). In this case the
operating time of the machine is seven years at a capacity utilization of 70 %. The

Fig. 5.4 Influence of total laser power on SLM manufactured part costs
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build space is considered with 250 × 250 × 325 mm3 and the part to be manu-
factured is a space-filling solid cuboid of the dimension of 250 × 250 × 325 mm3.
Here only one laser-scanning system is used up to 1 kW total laser power. At total
laser power >1 kW the SLM process is parallelised by integrating multiple laser
scanner systems in one SLM machine.

The findings are: The costs of molten material are reduced when using higher
total laser power due to increasing productivity. The minimum costs are found at a
total laser power of 3 kW, which is provided by 3 × 1 kW laser and scanner
systems. With further increase of the total laser power (>3 kW) and hence inte-
grating more laser beam sources and more laser-scanning systems the increasing
energy costs lead to an increase in total manufacturing costs.

The cost of the SLM machine itself represents the largest share of the total part
manufacturing costs. In Fig. 5.5 the effects of the machine build volume in relation
to the machine costs are illustrated. At a same physical height the enlargement of
the space in the lateral plane (X and Y direction) has a stronger influence on the
machine costs, as a space, which is increased by increasing the height (Z direction).
Up to a ratio of three for the Z-height to its X–Y-area cost savings can be identified.
At ratios greater than 3, only minor changes in the costs are observed.

5.2.2 SLM Machine Concept Parallelization

Within the framework of the Cluster of Excellence a multi-scanner-SLM machine is
designed and implemented. In this system two lasers and two scanners are

Fig. 5.5 Impact of build volume on the SLM manufactured part costs
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integrated. These two scanners can be positioned to each other that both either scan
two fields on its own (double-sized build space) or one scan field is processed with
two scanners simultaneously (Fig. 5.6).

With these multi-scanner systems new scanning strategies can be developed and
implemented (Fig. 5.7).

Scanning strategy 1: Both scan fields are positioned next to each other with a
slight overlap. This results in a doubling of the build area. By using two laser beam

Fig. 5.6 SLM machine concept of parallelization

Fig. 5.7 New SLM laser processing strategies with two lasers and two scanning systems
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sources and two laser-scanning systems both scan fields can be processed at the
same time. In this case the build-up rate is doubled.

Scanning strategy 2: The two laser beam sources and the two laser-scanning sys-
tems expose the same build area. Again, a doubling of the build-up rate is achieved. In
addition, new process strategies may be developed: A laser beam is used for pre-
heating the powder material that is followed by a second laser beam that melts the
powder afterwards.

5.3 Process Development

Recent developments in SLM machines show that the machine supplier offer SLM
systems with increased laser power (PL ≤ 1 kW). The aim is to increase the process
speed and thereby the productivity of the SLMprocess. However, by the use of a beam
diameter of approx. 100 µm, which is commonly used in commercial SLM systems,
the intensity at the point of processing is significantly increased due to the use of
increased laser power. This effect results in spattering and evaporation of material and
therefore in an unstable and not reproducible SLM process. For this reason the beam
diameter has to be increased in order to lower the intensity in the processing zone. In
this case the melt pool is increased and the surface roughness of the manufactured part
is negatively influenced. To avoid these problems the so-called skin-core strategy
(Fig. 5.8) is used, whereby the part is divided into an inner core and an outer skin
(Schleifenbaum 2010). Different process parameters and focus diameters can be
designated to each area. The core does not have strict limitations or requirements
concerning the accuracy and detail resolution. Therefore, the core area can be pro-
cessed with an increased beam diameter (ds = 400–1000 μm) and an increased laser
power; thus resulting in an increased productivity. In contrast, the skin area is man-
ufactured with the small beam diameter (ds = 70–200 μm) in order to assure the
accuracy and surface quality of the part.

By increasing the beam diameter and adapting the process parameters the
cooling and solidification conditions change significantly in comparison to the
conventional SLM process. Therefore the microstructure and the resulting

Substrate

Core

Skin

Skin

Core

Fig. 5.8 Principle skin-core strategy
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mechanical properties have to be investigated in detail. These investigations are
done for the maraging tool steel 1.2709 within the Cluster of excellence.

The first step is to investigate process parameters on cubic test samples which
have a averaged density of ≥99.5 %. Therefore a SLM machine setup with a laser
beam diameter of ds = 80 µm (Gaussian beam profile) and ds = 728 µm (Top-hat
beam profile) is used. The results for the achieved theoretical build-up rate which is
calculated by the product of hatch distance, layer thickness and scanning velocity is
illustrated in Fig. 5.9. It can be observed that by the increase of the laser power from
300 W up to PL = 1 kW and an adaption of the process parameters layer thickness
and scanning velocity the theoretical build up rate can be increased from 3 mm3/s to
15 mm3/s. A further increase of the laser power up to PL = 2 kW results in an
increase of the theoretical build-up rate to 26 mm3/s (factor 8,9). These investi-
gations show that it is possible with the use of increased laser power up to
PL = 2 KW to heighten the theoretical build-up rate and thereby the productivity
significantly.

After the investigation of process parameters the microstructure for the manu-
factured test samples is investigated. Especially the transition zone between skin
and core area has to be investigated in order to assure a metallurgical bonding
between skin and core area. Due to the different layer thicknesses (Ds,skin = 30 µm,
Ds,core = 60–150 µm) the scanning strategy has to be adapted.

Figure 5.10 shows etched cross section of the skin and core area as well as the
transition zone between skin and core area. It can be observed that due to the use of
the increased beam diameter the melt pool size is significantly increased. In addition
the transition zone between skin and core area shows no defects and metallurgical
bonding. As a result it can be noted that by the use of the skin-core strategy, test
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samples, consisting of skin and core area, with a density ≥99.5 % can be
manufactured.

In order to investigate the properties of the additivemanufactured parts mechanical
tests are carried out. Therefore tensile test specimens with the dimension B5x25
according to DIN50125 are manufactured and afterwards heat treated. For each
parameter five tensile test specimens are manufactured and the averaged values for
tensile strength Rm, yield strength Rp0,2 and the breaking elongation are measured.

Figure 5.11 shows the results of the tensile tests according to the employed
process parameters. It can be observed that for conventional SLM using 300 W
laser power at 30 µm layer thickness a tensile strength Rm = 1060 N/mm2 is
achieved. By the use of the heat treatment the tensile strength is increased up to
Rm = 1890 N/mm2. In contrast the heat treatment leads to an reduced breaking
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elongation (5 % → 1.32 %). These results are used as reference for the tensile test
specimen manufactured by the use of increased laser power. The results in Fig. 5.4
show that by an increase of the laser power up to PL = 1 kW and an adaption of
process parameters as well as the use of a heat treatment a tensile strength of
Rm = 1824 N/mm2 is achieved. In addition the breaking elongation using
PL = 1 kW shows a value of 2.53 %. A further increase of the laser power up to
PL = 1.5 kW leads to tensile strength of 1790 N/mm2 with a breaking elongation of
2.24 %. These results show that the mechanical properties for the maraging steel
1.2709, processed with a laser power up to 1.5 kW, lead to mechanical properties
which are in the same range as the properties for conventional SLM (PL = 300 W).

5.4 Functional Adapted Component Design

As explained in Fig. 5.2 Additive Manufacturing in general and especially SLM
provides a great potential for innovative business models and innovative products or
components. Due to technology intrinsic advantages like “Individualisation for free”
and “Complexity for free”, SLM is the technology of choice for the production of
functional adapted products or components in small or medium lot sizes.

In order to raise this potential, design methods has to be adapted to the potential
of Additive Manufacturing (e.g. topology optimisation) or even new design
methods has to be developed (e.g. lattice structures).

The following chapter shows recent results in the field of topology optimisation
and lattice structure design.

5.4.1 Topology Optimisation and SLM

In contrast to subtractive manufacturing methods like machining, the main cost
driver of the SLM process is the process time needed to generate a certain amount
of part volume. As a consequence, reducing the part volume to the lowest amount
needed to absorb the forces of the use case, is an important factor to increase the
productivity of the SLM process. Topology optimisation is an instrument to design
load adapted parts based on a FEM-analysis. The load cases including forces and
clamping need to be very clear to get the best results possible. In an iterative
process the topology optimisation algorithm calculates the stress level of each FEM
element. Elements with low stresses are deleted until the optimisation objective/
criterion (e.g. weight fraction) is reached. The topology optimisation usually results
in very complex parts with 3D freeform surfaces and hollow and filigree structures.
The commonly used way to fabricate these part designs is a reconstruction con-
sidering process restrictions of conventional manufacturing methods like casting or
machining, resulting in a lower weight reduction. SLM opens opportunities to
fabricate complex optimisation designs without any adjustments after optimisation.

5 SLM Production Systems: Recent Developments … 59



The reduction of weight is an important factor in aerospace industry (Rehme
2009). Fuel consumption is mainly determined by the weight of the aircraft. An
aircraft seat manufacturer is investigating the opportunities to save weight in their
business class seats through SLM. One part of the seat assembly, a kinematics
lever, was selected to investigate the potential of the direct fabrication of topology
optimisation results via SLM (Fig. 5.12).

In a first step the maximum design space and connecting interfaces to other parts
in the assembly were defined (Fig. 5.12) to guarantee the fit of the optimisation
result to the seat assembly. Interfacing regions are determined as frozen regions,
which are not part of the design space for optimisation. The kinematics lever is
dynamically loaded if the passenger takes the sleeping position. Current topology
optimisation software is limited to static load cases. Therefore the dynamic load
case is simplified to five static load cases, which consider the maximum forces at
different times of the dynamic seat movement. Material input for the optimisation is
based on an aluminium alloy (7075) which is commonly used in aerospace
industry: material density: 2810 kg/m3, E Modulus: 70.000 MPa, Yield Strength:
410 MPa, Ultimate Tensile Strength: 583 MPa and Poisson’s Ratio: 0.33. The
objective criterion of the optimisation is a volume fraction of 15 % of the design
space. The part is optimized regarding stiffness. In Fig. 5.13 the optimisation result
as a mesh structure and a FEM analysis for verification of the structure are shown.

The maximum stress is approx. 300 MPa, which is below the limit of Yield
Strength of 410 MPa. Before the manufacturing of the optimisation result via SLM,
the surfaces get smoothened to improve the optical appearance of the part. Com-
pared to the conventional part (90 g) a weight reduction of approx. 15 % (final
weight 77 g, Fig. 5.14) was achieved. For a series production of this part further
improvements to increase the productivity of the process are needed.

Conventional design Design space and frozen
regions (red)

Fig. 5.12 Kinematics lever of a business class seat
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5.4.2 Functional Adapted Lattice Structures and SLM

The almost unlimited freedom of design offered by SLM provides new opportu-
nities in light-weight design through lattice structures. Due to unique properties of
lattice structures (good stiffness to weight ratio, great energy absorption, etc.) and
their low volume, the integration of functional adapted lattice structures in func-
tional parts is a promising approach for using the full technology potential of SLM

Fig. 5.14 Final light-weight part manufactured by SLM

Fig. 5.13 Mesh structure of optimisation result including stress distribution

5 SLM Production Systems: Recent Developments … 61



(Fig. 5.15). Compared to conventional manufacturing technologies, piece costs of
SLM parts are independent of part complexity and the main cost driver is the
process time (correlates with part volume). Lattice structures can reduce the amount
of part volume and host unique properties.

Three main challenges need to be solved to make lattice structures a real option
for the use in functional parts in different industries. The mechanical properties of
different lattice structure types were studied by several researchers (Löber 2011;
Shen 2010, 2012; Yan 2012; Rehme 2009; Gümrück 2013; Smith 2013; Ushijima
2011). Nevertheless, there is no comprehensive collection of mechanical properties
of lattice structures under compressive, tensile, shear and dynamic load. Also the
deformation and failure mechanisms are not studied sufficiently. A relatively new
field of research is the influence of different scan parameters/strategies on the
mechanical properties. To reach the overall objective of our research these chal-
lenges need to be overcome to design functional adapted parts with integrated
lattice structures (Fig. 5.16).

As said before, the correlation between process parameters/scan strategy and
mechanical properties is a new field of research. Two different scan strategies are
commonly used for the fabrication of lattice structures by SLM: Contour-Hatch
scan strategy and Pointlike exposure (Fig. 5.17).

Contour-Hatch scan strategy is the most commonly used scan strategy, which
causes many scan vectors and jumps between scan vectors, resulting in a high
amount of scanner delays. Pointlike exposure strategy reduces the complex
geometry to a set of points of exposure and less jumps and scanner delays are
caused. To investigate the influence of the two scan strategies on the geometry of
the lattice structures, different types of f2ccz structures were manufactured. The
material used in this study was stainless steel 316L (1.4404) from TLS. The
parameters were iteratively optimized regarding a low geometric deviation from the
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Fig. 5.15 Complexity-for-free offers great opportunities through lattice structures
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CAD model. A measurement of the relative density of the lattice structures by
archimedean density measurement was performed. The relative density is the filling
degree of the structure and can be used to determine geometric deviations of the
structure. Three different kinds of Contour-Hatch parameters (Laser power:
100–130 W, scan speed: 700–900 mm/s) and one parameter set for Pointlike
exposure (Laser power: 182 W) were investigated. Figure 5.18 shows the deviations
of the relative density to the CAD model target for the investigated parameters.

For Pointlike exposure strategy the relative density is 4 % higher than the CAD
model target. All in all, the CAD model target can be reached with low deviations.
To further investigate the geometry lattice structures were investigated by micro CT
measurement. Figure 5.19 shows a reconstruction based on these CT images.

Lattice structures manufactured by Contour-Hatch scan strategy show no visible
build-up errors and vertical and diagonal struts have the same diameter. In contrast
pointlike exposure strategy show light contractions at knots and deviations between
vertical and diagonal strut diameter.

Seite 6

Point of exposureHatch scans

Contour scan Melt pool propagation

CAD target

Contour-Hatch Pointlike exposure

Fig. 5.17 Commonly used scan strategies for the fabrication of lattice structures

Challenges: 

Mechanical properties
unknown

Deformation and failure
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parameters / scan strategies
and mechanical properties

Overall objective: Integration of lattice structures in functional
parts

Fig. 5.16 A new way of designing functional parts by the integration of lattice structures
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Fig. 5.19 Mirco CT reconstructions to investigate the dimensional accuracy of lattice structures
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Part III
Virtual Production Systems

Gerhard Hirt, Markus Bambach, Wolfgang Bleck,
Ulrich Prahl and Wolfgang Schulz

Computational methods have radically changed the way engineers design materials,
products and manufacturing processes. Numerical simulations are used to save
resources, e.g. by reducing the need for expensive experiments, to predict and
optimize properties that cannot be measured directly, such as the microstructure of a
material in a production process, and to explore new processes and parameter ranges
in known processes that are not easily accessible experimentally, e.g. if this would
require expensive new equipment. The industrial needs have been a steady driver for
innovation in the numerical simulation of manufacturing engineering processes. In
the automotive industry, for instance, it has become common practice to design
metal parts and the corresponding manufacturing processes ‘virtually’ before
building expensive tool sets. In materials science and engineering, the computer-
aided development of new materials has started to replace the ‘alchemistic’ way of
materials design.

With the availability of vast computing power, the development of parallel
processing and robust numerical methods, it seems that not only individual man-
ufacturing processes could be simulated but that the entire processing chain of a
product ‘from the cradle to the grave’ could be designed virtually. This scenario is
currently being pursued in the emerging field of ‘integrated computational materials
engineering’ (ICME), which is an integrative approach for developing products,
materials and the corresponding manufacturing processes by coupling of simula-
tions across physical length scales and along the manufacturing process chain.

Matured numerical simulation, as well as experimental diagnosis in manufac-
turing and materials engineering create data sets that are difficult to interpret.
The data sets are sparse in multi-dimensional parameter space since their generation
is expensive. Using standard methods for data manipulation, like optimization
criteria, supporting decision-making is difficult since the data are often discrete.
Also, immense data streams created in the shop floor by sensors and computerized



quality management are not well suited since they tend to be unnecessarily dense.
Model reduction, meta-modelling and visualization approaches are hence needed to
prepare, explore and manipulate the raw data sets emerging from manufacturing
metrology and virtual production.

This session deals with state-of-the-art methods of virtual production systems,
which enable the planning of manufacturing and production processes, the handling
of raw data sets and the development of new materials. Two key issues are
addressed:

The paper “Meta-modelling techniques towards virtual production intelligence”
addresses the problem of handling data sets and generation of information by means
of meta-modelling techniques. In the example of laser sheet metal cutting it is shown
how meta-models can be used to reduce complexity and allow decision-making.

The contribution “Designing new forging steels by ICMPE” envisions the next
development step of ICME by achieving coupling to production engineering. The
benefit of the resulting field of Integrated Computational Materials and Production
Engineering (ICMPE) is shown with the aid of newly developed forging steels
whose microstructure is designed by controlling precipitation kinetics and structural
size using closely interacting alloying and processing concepts.
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Chapter 6
Meta-Modelling Techniques Towards
Virtual Production Intelligence

Wolfgang Schulz and Toufik Al Khawli

Abstract Decision making for competitive production in high-wage countries is a
daily challenge where rational and irrational methods are used. The design of
decision making processes is an intriguing, discipline spanning science. However,
there are gaps in understanding the impact of the known mathematical and pro-
cedural methods on the usage of rational choice theory. Following Benjamin
Franklin’s rule for decision making formulated in London 1772, he called “Pru-
dential Algebra” with the meaning of prudential reasons, one of the major ingre-
dients of Meta-Modelling can be identified finally leading to one algebraic value
labelling the results (criteria settings) of alternative decisions (parameter settings).
This work describes the advances in Meta-Modelling techniques applied to multi-
dimensional and multi-criterial optimization in laser processing, e.g. sheet metal
cutting, including the generation of fast and frugal Meta-Models with controlled
error based on model reduction in mathematical physical or numerical model
reduction. Reduced Models are derived to avoid any unnecessary complexity. The
advances of the Meta-Modelling technique are based on three main concepts: (i)
classification methods that decomposes the space of process parameters into fea-
sible and non-feasible regions facilitating optimization, or monotone regions (ii)
smart sampling methods for faster generation of a Meta-Model, and (iii) a method
for multi-dimensional interpolation using a radial basis function network continu-
ously mapping the discrete, multi-dimensional sampling set that contains the pro-
cess parameters as well as the quality criteria. Both, model reduction and
optimization on a multi-dimensional parameter space are improved by exploring the
data mapping within an advancing “Cockpit” for Virtual Production Intelligence.
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6.1 Introduction

Routes of Application
At least two routes of direct application are enabled actually by Meta-Modelling,
namely, decision making and evaluation of description models. While calculating
multi-objective weighted criteria resulting in one algebraic value applies for deci-
sion making, multi-parameter exploration for the values of one selected criterion is
used for evaluation of the mathematical model which was used to generate the
Meta-Model.

Visual exploration and Dimensionality Reduction
More sophisticated usage of Meta-Modelling deals with visual exploration and data
manipulation like dimensionality reduction. Tools for viewing multidimensional
data (Asimov 2011). are well known from iterature. Visual Exploration of High
Dimensional Scalar Functions (Gerber 2010) today focusses on steepest-gradient
representation on a global support, also called Morse-Smale Complex. The scalar
function represents the value of the criterion as function of the different parameters.
As result, at least one trace of steepest gradient is visualized connecting an optimum
with a minimum of the scalar function. Typically, the global optimum performance
of the system, which is represented by a specific point in the parameter space, can
be traced back on different traces corresponding to the different minima. These trace
can be followed visually through the high-dimensional parameter space revealing
the technical parameters or physical reasons for any deviation from the optimum
performance.

Analytical methods for dimensionality reduction, e.g. the well-known Buck-
ingham Π-Theorem (Buckingham 1914), are applied since 100 years for determi-
nation of the dimensionality as well as the possible dimensionless groups of
parameters. Buckingham’s ideas can be transferred to data models. As result,
methods for estimating the dimension of data models (Schulz 1978), dimensionality
reduction of data models as well as identification of suitable data representations
(Belkin 2003) are developed.

Value chain and discrete to continuous support
The value chain of Meta-Modelling related to decision making enables the benefit
rating of alternative decisions based on improvements as result of iterative design
optimization including model prediction and experimental trial. One essential
contribution of Meta-Modelling is to overcome the drawback of experimental trials
generating sparse data in high-dimensional parameter space. Models from mathe-
matical physics are intended to give criterion data for parameter values dense
enough for successful Meta-Modeling. Interpolation in Meta-Modelling changes
the discrete support of parameters (sampling data) to a continuous support. As result
of the continuous support, rigorous mathematical methods for data manipulation are
applicable generating virtual propositions
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Resolve the dichotomy of cybernetic and deterministic approaches
Meta-Modelling can be seen as a route to resolve the separation between cyber-
netic/empirical and deterministic/rigorous approaches and to bring them together as
well as making use of the advantages of both. The rigorous methods involved in
Meta-Modelling may introduce heuristic elements into empirical approaches and
the analysis of data, e.g. sensitivity measures, may reveal the sound basis of
empirical findings and give hints to reduce the dimension of Meta-Models or at
least to partially estimate the structure of the solution not obvious from the
underlying experimental/numerical data or mathematical equations.

6.2 Meta-Modelling Methods

In order to gain a better insight and improve the quality of the process, the pro-
cedure of conceptual design is applied. The conceptual design is defined as creating
new innovative concept from simulation data (Currie 2005). It allows creating and
extracting specific rules that potentially explain complex processes depending on
industrial needs.

Before applying this concept, the developers are validating their model by
performing one single simulation run (s. Application: sheet metal drilling) fitting
one model parameter to experimental evidence. This approach requires sound
phenomenological insight. Instead of fitting the model parameter to experimental
evidence multi-physics, complex numerical calculations can be used to fit the
empirical parameters of the reduced model. This requires a lot of scientific mod-
elling effort in order to achieve good results that could be comparable to real life
experimental investigation.

Once the model is validated and good results are achieved, the conceptual design
analysis is then possible either to understand the complexity of the process, opti-
mize it, or detect dependencies. The conceptual design analysis is based on sim-
ulations that are performed on different parameter settings within the full design
space. This allows for a complete overview of the solution properties that contribute
well to the design optimization processes (Auerbach et al. 2011). However the
challenge rises when either the number of parameters increases or the time required
for each single simulation grows.

Theses drawbacks can be overcome by the development of fast approximation
models which are called metamodels. These metamodels mimic the real behavior of
the simulation model by considering only the input output relationship in a simpler
manner than the full simulation (Reinhard 2014). Although the metamodel is not
perfectly accurate like the simulation model, yet it is still possible to analyze the
process with decreased time constraints since the developer is looking for ten-
dencies or patterns rather than values. This allows analyzing the simulation model
much faster with controlled accuracy.

Meta-modelling techniques rely on generating and selecting the appropriate
model for different processes. They basically consist of three fundamental steps: (1)
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the creation and extraction of simulation data (sampling), (2) the mapping of the
discrete sampling points in a continuous relationship (interpolation), and (3) visu-
alization and user interaction of this continuous mapping (exploration)

1. Sampling
2. Interpolation
3. Exploration.

6.2.1 Sampling

Sampling is concerned with the selection of discrete data sets that contain both
input and output of a process in order to estimate or extract characteristics or
dependencies. The procedure to efficiently sampling the parameter space is
addressed by many Design of Experiments (DOE) techniques. A survey on DOE
methods focusing on likelihood methods can be found in the contribution of Ferrari
et al. (Ferrari 2013). The basic form is the Factorial Designs (FD) where data is
collected for all possible combinations of different predefined sampling levels of the
full the parameter space (Box and Hunter 1978).

However for high dimensional parameter space, the size of FD data set increases
exponentially with the number of parameters considered. This leads to the well-
known term “Curse of dimensionality” that was defined by Bellman (Bellman 1957)
and unmanageable number of runs should be conducted to sample the parameter space
adequately. When the simulation runs are time consuming, these FD design could be
inefficient or even inappropriate to be applied on simulation models (Kleijnen 1957).

The suitable techniques used in simulation DOE are those whose sampling
points are spread over the entire design space. They are known as space filling
design (Box and Hunter 1978), the two well-known methods are the Orthogonal
arrays, and the Latin Hypercube design.

The appropriate sample size depends not only on the number of the parameter
space but also on the computational time for a simulation run. This is due to the fact
that a complex nonlinear function requires more sampling points. A proper way to
use those DOE techniques in simulation is to maximize the minimum Euclidean
distance between the sampling points so that the developer guarantees that the
sampling points are spread along the complete regions in the parameter space
(Jurecka 2007).

6.2.2 Interpolation

Theprocess inwhich the deterministic discrete points are transformed into a connected
continuous function is called interpolation. One important aspect for the Virtual
Production Intelligence (VPI) systems is the availability of interpolating models that
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represent the process behavior (Reinhard 2013), which are the metamodels. In VPI,
metamodeling techniques offer excellent possibilities for describing the process
behavior of technical systems (Jurecka 2007; Chen 2001) since Meta-Modelling
defines a procedure to analyze and simulate involved physical systems using fast
mathematicalmodels (Sacks 1989). Thesemathematical models create cheap numeric
surrogates that describe cause-effect relationship between setting parameters as input
and product quality variables as output for manufacturing processes. Among the
available Meta-Modelling techniques are the Artificial Neural Networks (Haykin
2009), Linear Regression Taylor Expansion (Montgomery et al. 2012) Kriging (Jones
1998; Sacks 1989; Lophaven 1989), and the radial basis functions network (RBFNs).
RBFN is well known for its accuracy and its ability to generate multidimensional
interpolations for complex nonlinear problems (Rippa 1999; Mongillo 2010; Orr
1996).ARadialBasis Function Interpolation represented inFig. 6.1 below is similar to
a three layer feed forward neural network. It consists of an input layer which is
modeled as a vector of real numbers, a hidden layer that contains nonlinear basis
functions, and an output layer which is a scalar function of the input vector.

The output of the network f(x) is given by:

f ðxÞ ¼
Xn
i¼1

wihi xð Þ ð6:1Þ

where n; hi;wi correspond to number of sampling points of the training set, the ith
basis function, and the ith weight respectively. The RBF methodology was intro-
duced in 1971 by Rolland Hardy who originally presented the method for the multi-
quadric (MQ) radial function (Hardy 1971). The method emerged from a cartog-
raphy problem, where a bivariate interpolates of sparse and scattered data was
needed to represent topography and produce contours. However, none of the
existing interpolation methods (Fourier, polynomial, bivariate splines) were satis-
factory because they were either too smooth or too oscillatory (Hardy 1990).
Furthermore, the non-singularity of their interpolation matrices was not guaranteed.
In fact, Haar’s theorem states that the existence of distinct nodes for which the
interpolation matrix associated with node-independent basis functions is singular in

Fig. 6.1 Architecture of Radial Basis Function Network (RBFN). Solve for the weights wi Given
the parameter values xi, the base functions hi(x) and the scalar output f(x) the
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two or higher dimensions (McLeod 1998). In 1982, Richard Franke popularized the
MQ method with his report on 32 of the most commonly used interpolation
methods (Franke 1982). Franke also conjectured the unconditional non singularity
of the interpolation matrix associated with the multi-quadric radial function, which
was later proved by Micchelli (Micchelli 1986). The multi-quadric function is used
for the basis functions hi:

hi xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x� xið ÞT x� xið Þ

r2

s
ð6:2Þ

where xi and r represent the ith sampling point and the width of the basis function
respectively. The shape parameter r controls the width of the basis function, the
larger or smaller the parameter changes, the narrower or wider the function gets.
This is illustrated in Fig. 6.2 below.

The learning of the network is performed by applying the method of least
squares with the aim of minimizing the sum squared error with respect to the
weights wi of the model (Orr 1996). Thus, the learning/training is done by mini-
mizing the cost function

C ¼
Xn
i¼1

yi � f xið Þð Þ2 þ
Xn
i¼1

k � w2
i ! min ð6:3Þ

where k is the usual regularization parameter and yi are the criterion values at points i.
Solving the equation above

Fig. 6.2 Multi-quadric
function centered at xi = 0
with different widths r = 0.1,
1, 2, 8
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w ¼ HTHþ K
� ��1

HTy ð6:4Þ

with

H ¼
h1 x1ð Þ h2 x1ð Þ . . . hn x1ð Þ
h1 x2ð Þ h2 x2ð Þ . . . hn x2ð Þ
..
. ..

. . .
. ..

.

h1 xnð Þ h2 xnð Þ . . . hn xnð Þ

2
6664

3
7775 K ¼

k 0 . . . 0
0 k . . . 0
..
. ..

. . .
. ..

.

0 0 . . . k

2
664

3
775 ð6:5Þ

and

y ¼ y1; y2; . . .; ynð Þ ð6:6Þ

The chosen width of the radial basis function plays an important role in getting a
good approximation. The following selection of the r value was proposed by
Hardy (1971) and taken over for this study:

r ¼ 0:81 � d; d ¼ 1
n

Xn
i¼1

di ð6:7Þ

and di is the distance between the ith data point and its nearest neighbor.

6.2.3 Exploration

Visualization is very important for analyzing huge sets of data. This allows an
efficient decision making. Therefore, multi-dimensional exploration or visualization
tools are needed. 2D Contour plots or 3D cube plots can be easily generated by any
conventional mathematical software. However nowadays, visualization of high
dimensional simulation data remains a core field of interest. An innovative method
was developed by Gebhardt (2013). In the second phase of the Cluster of Excellence
“Integrative Production Technology for High-Wage Countries” the Virtual Pro-
duction Intelligence (VPI). It relies on a hyperslice-based visualization approach that
uses hyperslices in combination with direct volume rendering. The tool not only
allows to visualize the metamodel with the training points and the gradient trajec-
tory, but also assures a fast navigation that helps in extracting rules from the
metamodel; hence, offering an user-interface. The tool was developed in a virtual
reality platform of RWTH Aachen that is known as the aixCAVE. Another inter-
esting method called the Morse-Smale complex can also be used. It captures the
behavior of the gradient of a scalar function on a high dimensional manifold (Gerber
2010) and thus can give a quick overview of high dimensional relationships.
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6.3 Applications

In this section, the metamodeling techniques are applied to different laser manu-
facturing processes. The first two applications (Laser metal sheet cutting and Laser
epoxy cut) where considered a data driven metamodeling process where models
where considered as a black box and a learning process was applied directly on the
data. The last two applications (Drilling and Glass Ablation) a model driven
metamodeiling process was applied.

The goal of this section is to highlight the importance of using the proper
metamodeling technique in order to generate a specific metamodel for every pro-
cess. The developer should realize that generating a metamodel is a user demanding
procedure that involves compromises between many criteria and the metamodel
with the greatest accuracy is not necessarily the best choice for a metamodel. The
proper metamodel is the one which fits perfectly to the developer needs. The needs
have to be prioritized according to some characteristics or criteria which was
defined by Franke (1982). The major criteria are accuracy, speed, storage, visual
aspects, sensitivity to parameters and ease of implementation.

6.3.1 Sheet Metal Cutting with Laser Radiation

The major quality criterion in laser cutting applications is the formation of adherent
dross and ripple structures on the cutting kerf surface accompanied by a set of
properties like gas consumption, robustness with respect to the most sensitive
parameters, nozzle standoff distance and others. The ripples measured by the cut
surface roughness are generated by the fluctuations of the melt flow during the
process. One of the main research demands is to choose parameter settings for the
beam-shaping optics that minimize the ripple height and changes of the ripple
structure on the cut surface. A simulation tool called QuCut reveals the occurrence
of ripple formation at the cutting front and defines a measure for the roughness on
the cutting kerf surface. QuCut is developed at Fraunhofer ILT and the department
Nonlinear Dynamics of Laser Processing (NLD) at RWTH Aachen as a numerical
simulation tool for CW laser cutting taking into account spatially distributed laser
radiation. The goal of this use case was to find the optimal parameters of certain
laser optics that result in a minimal ripple structure (i.e. roughness). The 5 design
parameters of a laser optic (i.e. the dimensions of vector in formulas (6.1–6.5))
investigated here are the beam quality, the astigmatism, the focal position, and the
beam radius in x and y directions of the elliptical laser beam under consideration.
The properties of the fractional factorial design are listed in Table 6.1.

The selected criteria (i.e. y-vector in formulas (6.3–6.5)) was the surface
roughness (Rz in µm) simulated at a 7 mm depth of an 8 mm workpiece. The full
data set was 24948 samples in total. In order to assess the quality of the mathe-
matical interpolation, 5 different RBFN metamodels were generated according to 5
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randomly selected sample sets of size 1100, 3300, 5500, 11100 and 24948 data
points from the total dataset. As shown in Fig. 6.3, the metamodels are denoted by
Metamodel (A–E). Metamodel F, which is a 2D metamodel with a finer sampling
points denoted by the blue points, is used as a reference for comparison.

A 2fold cross-validation method was then used to give the quality of meta-
modeling, where 10 % of the training point sample was left out randomly of the
interpolation step and used for validation purposes. The Mean Absolute Error
(MAE) of the criterion surface roughness and the coefficient of determination (R2)
were then calculated and compared to each other. The results are listed in Table 6.2
below.

Table 6.1 Process design domain

Beam Parameters Minimum Maximum Sampling Points

Beam Quality M2 7 13 7

Astigmatism [mm] 15 25 9

Focal position [mm] −8 20 11

Beam Radius x-direction [µm] 80 200 6

Beam Radius y-direction [µm] 80 200 6
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Fig. 6.3 2D Contour Plots of different metamodels at M2 = 10, Astigmatism = 25 mm, Beam
Radius y = 134 µm. The polynomial linear regression metamodel (F) on the right contains more
sampling points and is shown here for evaluation of the metamodel quality (A–E)
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The results show that the quality of the metamodel is dependent on the number
of sampling points; the quality is improved when the number of training points is
increased. As visualization technique contour plots were used, which in their
entirety form the process map. The star-shaped marker, denoting the seed point of
the investigation, represents the current cutting parameter settings and the arrow
trajectory shows how an improvement in the cut quality is achieved. The results
show that in order to minimize the cutting surface roughness in the vicinity of the
seed point, the beam radius in the feed direction x should be decreased and the focal
position should be increased Eppelt and Al Khawli (2014) In the special application
case studied here the minimum number of sampling points with an RBFN model is
already a good choice for giving an optimized working point for the laser cutting
process. These metamodels have different accuracy values, but having an overview
of the generated tendency can support the developer with his decision making step.

6.3.2 Laser Epoxy Cut

One of the challenges in cutting glass fiber reinforced plastic by using a pulsed laser
beam is to estimate achievable cutting qualities. An important factor for the process
improvement is first to detect the physical cutting limits then to minimize the
damage thickness of the epoxy-glass material. EpoxyCut, also a tool developed at
Fraunhofer ILT and the department Nonlinear Dynamics of Laser Processing
(NLD) at RWTH Aachen, is a global reduced model that calculates the upper and
lower cutting width, in addition to other criteria like melting threshold, time
required to cut through, and damage thickness. The goal of this test case was to
generate a metamodel to the process in order to: (i) minimize the lower cutting
width; (ii) detect the cutting limits; and (iii) to efficiently generate an accurate
metamodel and at the same time use the minimal number of simulation runs. The
process parameters are the pulse duration, the laser power, the focal position, the
beam diameter and the Rayleigh length. In order to better understand the idea of the
smart sampling technique, the focal position, the beam diameter, and the Rayleigh
length were fixed. In order to generate a fine metamodel, a 20 level full factor
design was selected, this leads to a training data set that contains 400 simulation
runs in total illustrated as small white round points in Fig. 6.4.

Table 6.2 Data of the
metamodels Metamodel MAE/[µm] R2

A 7 13

B 15 25

C −8 20

D 80 200

E 80 200
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The metamodel takes the discrete training data set as an input, and provides the
operator with a continuous relationship of the pulse duration and laser power
(parameters) and cutting width (quality) as an output.

In order to address the first goal which is to minimize the lower cutting width,
the metamodel above allows a general overview of the the 2D process model.

It can be clearly seen that one should either decrease the pulse duration or the
laser power so that the cutting limits (the blue region determines the no cut region)
are not achieved. The second goal was to include the cutting limits in the Meta-
modelling generation. When performing a global interpolation techniques, the
mathematical value that represents the no cutting regions (the user set it to 0 in this
case) affects the global interpolation techniques.

To demonstrate this, a Latin Hypercube Design with 49 training points was used
(big white circles) with an RBFN interpolation. The results are shown in Fig. 6.5
below.

From the results in Fig. 6.5, the developer can totally realize that process that
contains discontinuities, or feasible and non-feasible points (in this case cut and no
cut) should be classified first into feasible metamodel and a dichotomy metamodel.

Fig. 6.4 EpoxyCut process
map generated on a 20 full
factorial grid

Fig. 6.5 An RBFN metamodel with Latin Hypercube design (49 sampling points) on the left, is
compared to the EpoxyCut with a Relative Error in % shown to the right
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The feasible metamodel improves the prediction accuracy in the cut region and
the dichotomy metamodel states whether the prediction lies in a feasible or a non-
feasible domain. This is one of the development fields that the authors of this paper
are focusing on.

To address the third goal which is to efficiently generate an accurate metamodel
and while using the minimal number of simulation runs. A smart sampling method
at the department Nonlinear Dynamics of Laser Processing NLD at RWTH is
currently being developed and will be soon published. The method is based on a
classification technique with a sequential approximation optimization where train-
ing points are being iteratively sampled based on defined statistical measures. The
results are shown in Fig. 6.6 below.

6.3.3 Sheet Metal Drilling

As example for heuristic approaches a reduced model for sheet metal drilling has
been implemented based on the heuristic concept of an ablation threshold. The
calculated hole shapes have been compared with experimental observations. Finally,
by exploring the parameter space the limits of applicability are found and the relation
to an earlier model derived from mathematical physics is revealed. Let Θ denote the
angle between the local surface normal of the sheet metal surface and the incident
direction of the laser beam. The asymptotic hole shape is characterized by a local
angle of incidence Θwhich approaches its asymptotic valueΘTh .The reduced model
assumes that there exists an ablation threshold characterized by the threshold fluence
Fth which is material specific and has to be determined to apply the model.

cosHThF ¼ FTH ;HTh ¼ 0 for F\FTH ð6:8Þ

Fig. 6.6 An RBFN metamodel with smart sampling algorithm (also 49 sampling points) on the
left, is compared to the EpoxyCut with a Relative Error in % shown to the right
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One single simulation run is used to estimate the threshold fluence FTh where the
width of the drill at the bottom is fitted. As consequence the whole asymptotic
shape of the drilled hole is calculated and is illustrated in Fig. 6.7 below.

Finally, classification of sheet metal drilling can be performed by identification
of the parameter region where the drill hole achieves its asymptotic shape. It is
worth to mention, that for the limiting case of large fluence F � Fth the reduced
model is well known from literature (Schulz 1986, 1987) and takes the explicit
form:

dz xð Þ
dx

¼ F
FTH

; z xThð Þ ¼ 0;F � FTh ð6:9Þ

where z(x) are is the depth of drilled wall and x is the lateral coordinate with respect
to the laser beam axis.

6.3.4 Ablation of Glass

As an example for classification of a parameter space we consider laser ablation of
glass with ultrashort pulses as a promising solution for cutting thin glass sheets in
display industries. A numerical model describes laser ablation and laser damage in
glass based on beam propagation and nonlinear absorption as well as generation of
free electrons (Sun 2013). Free-electron density increases until reaching the critical
electron density qcrit ¼ ðx2mee0Þ=e ¼ 3:95� 1021 cm�3; which yields the ablation
threshold.

The material near the ablated-crater wall will be modified due to the energy
released by high-density free-electrons. The threshold electron density ρdamage for
laser damage is a material dependent quantity, that typically has the value
ρdamage = 0.025 ρcrit and is used as the damage criterion in the model. Classification
of the parameter region where damage and ablation takes place reveal the threshold
in terms of intensity, as shown in Fig. 6.8 below, change from an intensity threshold
at ns-pulses to a fluence threshold at ps-pulses.

Fig. 6.7 Cross section and
shape (solid curve) of the drill
hole calculated by the reduced
model for sheet metal drilling
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6.4 Conclusion and Outlook

This contribution is focused on the application of the Meta-Modeling techniques
towards Virtual Production Intelligence. The concept of Meta-modelling is applied
to laser processing, e.g. sheet metal cutting, sheet metal drilling, glass cutting, and
cutting glass fiber reinforced plastic. The goal is to convince the simulation ana-lysts
to use the metamodeling techniques in order to generate such process maps that
support their decision making. The techniques can be applied to almost any eco-
nomical, ecological, or technical process, where the process itself is described by a
reduced model. Such a reduced model is the object of Meta-Modeling and can be
seen as a data generating black box which operates fast and frugal. Once an initial
reduced model is set then data manipulation is used to evaluate and to im-prove the
reduced model until the desired model quality is achieved by iteration. Hence, one
aim of Meta-Modeling is to provide a concept and tools which guide and facilitate
the design of a reduced model with the desired model quality. Evalu-ation of the
reduced model is carried out by comparison with rare and expensive data from more
comprehensive numerical simulation and experimental evidence. Finally, a Meta-
Model serves as a user friendly look-up table for the criteria with a large extent of a
continuous support in parameter space enabling fast exploration and optimization.

The concept of Meta-Modeling plays an important role in improving the quality
of the process since: (i) it allows a fast prediction tool of new parameter settings,
providing mathematical methods to carry out involved tasks like global optimiza-
tion, sensitivity analysis, parameter reduction, etc.; (ii) allows a fast user interface
exploration where the tendencies or patterns are visualized supporting intuition; (iii)
replaces the discrete data of current conventional technology tables or catalogues
which are delivered almost with all the manufacturing machines for a good oper-
ation by continuous maps.

Fig. 6.8 Cross section and shape (solid curve) of the drill hole calculated by the reduced model
for sheet metal drilling
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It turns out that a reduced model or even a Meta-Model with the greatest
accuracy is not necessarily the “best” Meta-Model, since choosing a Meta-Model is
a decision making procedure that involves compromises between many criteria
(speed, accuracy, visualization, complexity, storage, etc.) of the Meta-Model
quality. In the special application case studied here the minimum number of
sampling points with a linear regression model is already a good choice for giving
an optimized working point for sheet metal cutting, if speed, storage and fast
visualization are of dominant interest. On the other hand when dealing with high
accuracy goals especially when detecting physical limits, smart sampling tech-
niques, nonlinear interpolation models and more complex metamodels (e.g. with
classification techniques) are suitable.

Further progress will focus on improving the performance of generating the met-
amodel especially developing the smart sampling algorithm, and verifying it on
other industrial applications. Additional progress will focus on allowing the crea-
tion of a metamodel that handles distributed quantities and not only scalar quanti-
ties. Last but not least, these metamodels will be interfaced to global sensitivity
analysis technique that helps to extract knowledge or rules from data.
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Noncommercial License, which permits any noncommercial use, distribution, and reproduction in
any medium, provided the original author(s) and source are credited.
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Chapter 7
Designing New Forging Steels by ICMPE

Wolfgang Bleck, Ulrich Prahl, Gerhard Hirt and Markus Bambach

Abstract Any production is based on materials. Material properties are of utmost
importance, both for productivity as well as for application and reliability of the final
product. A sound prediction of materials properties thus is highly important. For
metallic materials, such a prediction requires tracking of microstructure and proper-
ties evolution along the entire component process chain. In almost all nature and
engineering scientific disciplines the computer simulation reaches the status of an
individual scientific method. Material science and engineering joins this trend, which
permits computational material and process design increasingly. The Integrative
Computational Materials and Process Engineering (ICMPE) approach combines
multiscale modelling and through process simulation in one comprehensive concept.
This paper addresses the knowledge driven design of materials and processes for
forgings. The establishment of a virtual platform for materials processing comprises
an integrative numerical description of processes and of the microstructure evolution
along the entire production chain. Furthermore, the development of ab initio methods
promises predictability of properties based on fundamentals of chemistry and crys-
tallography. Microalloying and Nanostructuring by low temperature phase transfor-
mation have been successfully applied for various forging steels in order to improve
component performance or to ease processing. Microalloying and Nanostructuring
contribute to cost savings due to optimized or substituted heat treatments, tailor the
balance of strength and toughness or improve the cyclic. A new materials design
approach is to provide damage tolerant matrices and by this to increase the service
lifetime. This paper deals with the numerically based design of new forging steels by
microstructure refinement, precipitation control and optimized processing routes.
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7.1 Introduction

For many applications, the material carries the properties and therefore is of vital
importance for the product usability and also for the further innovation potential
(acatech 2008). The development of new steels with improved properties or new
production processes with ecologically and economically optimized process chains
is a high priority for ensuring quality of life and competitiveness (ICME-NRC 2008).

In research and development of simulation methods are used increasingly. This
trend is based on both the development of models and methods as well as on the
increase of available computing resources. Recent developments allow for the
implementation of computationally and memory intensive simulations for complex
physical-chemical phenomena in multicomponent systems and real structures. By
this, new simulation methods offer a relevant reduction of development time,
support the sustainable use of resources (raw materials, energy, time), and help to
avoid mistakes (Schuh et al. 2007).

Figure 7.1 shows for different situations of material development the opposite
dependence of degree of novelty with the associated risks, costs and times on the
one hand and the level of familiarity on the other hand (Moeller 2008). For current
steel development examples, the modelling approaches used and the approximate
beginning of industrial implementation and modelling are given. It is shown that the
modelling is increasingly early integrated in the industrial development process.

Fig. 7.1 Decision situation and design methods for recent developments of steels
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This trend correlates with the development of a descriptive modelling using ther-
modynamic databases for the identification of material variations (e.g. microalloyed
steels—HSLA) towards a more predictive simulation using ab initio methods and
crystal plasticity. These predictive methods are now available in a way that they can
be used to develop new classes of materials such as high manganese TWIP steels
(HMS). The RWTH takes in the Collaborative Research Center (SFB) 761 “Steel—
ab initio” in cooperation with the MPIE in Dusseldorf active part in the combined
development of modelling methods and materials (v. Appen et al. 2009).

7.2 Interplay of Various Modelling Approaches

Through the development of models and methods in materials science and engi-
neering new insight knowledge and new design ideas for the complexmaterial system
steel alloy are generated. However, for the various models at different scales along the
process chain an inter-communicating approach is needed. At RWTH Aachen Uni-
versity the project AixViPMaP® was started with the goal to design a modular,
standardized, open and extensible simulation platform offering a focusable, inte-
grative simulation of process chains for material production, treatment and deploy-
ment (Steinbach 2009). Figure 7.2 illustrates the concept of the platform project to
implement coordinated communication between the different scales and processes

Fig. 7.2 Layout of the virtual platform for materials processing. Indicated by a frame: simulation
of the process chain “gear component”—focusing only on the most relevant production steps
(Schmitz and Prahl 2012)

7 Designing New Forging Steels by ICMPE 87



along the production chain of a gear, where only the relevant processes (here sur-
rounded with circles) by the appropriate simulation tools (dark outline) are modelled.

However, still the number of considered scales, process steps and chemical
components in industrially relevant applications leads to a very large number of
degrees of freedom, so that up to now it is not possible to generate a comprehensive
description. Instead, it comes in the sense of “scale-hopping” approach to focus on
the core mechanisms, to physically model these mechanisms on the respective
description scale and to formulate a valuable contribution to a knowledge-based
material design. This approach is shown in Fig. 7.3 exemplarily for the application
of the stacking fault energy concept as a link between ab initio modelling and the
prediction of deformation mechanisms. For the alloy system Fe–Mn–C this method
is currently applied within the Collaborative Research Center (SFB) 761 “Steel
ab initio” (v. Appen et al. 2009).

7.3 Microalloyed Forging Steels

Recently developed steels with a bainitic microstructure offer great possibilities for
highly stressed forged components. ICMPE is a decisive tool for appropriate pro-
cess development for these steels.

The commonly used forging steels for automotive applications are on the one
hand the precipitation hardening ferritic-pearlitic steels (PHFP-steel) and on the
other hand the quenched and tempered (Q&T) forging steels. The advantages of
these PHFP steels compared to Q&T steels are the elimination of an additional heat

Fig. 7.3 “Scale-hopping” approach to a knowledge-based materials development in the SFB 761
“Steel—ab initio” (v. Appen et al. 2009)
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treatment step which includes a hardening, tempering and stress relieving due to a
controlled cooling directly after hot forging (Fig. 7.4) and an improved machin-
ability (Langeborg et al. 1987; Gladman 1997). However, forging steels with fer-
ritic/pearlitic microstructures show inferior values of yield strength and toughness
compared to the Q&T steels.

In order to improve the toughness while maintaining high strength values a
bainitic microstructure can be employed (Honeycombe and Bhadeshia 1995;
Bhadeshia 2001; Wang et al. 2000). Figure 7.5 shows the achievable tensile
strengths in dependence of the microstructure for PHFP-M and high strength ductile
bainitic (HDB) steels. The different microstructures are mainly adjusted by

Fig. 7.4 Time-temperature sequence for conventional Q + T forging steels (red) and for bainitic
forging steels (green)

Fig. 7.5 Tensile strength values in dependence of microstructure for different forging steels
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choosing the right temperature for the phase transformation of the supercooled
austenite.

The increase in strength for the PHFP-M steel is achieved by reduction of the
ferritic volume fraction, the decrease in the pearlite lamellae spacing λ and the
addition of the microalloying elements Nb and Ti which results in additional pre-
cipitates besides the vanadium nitrides (Langeborg et al. 1987; Bleck et al. 2010).
For the design of these steels thermodynamic modelling utilizing the ThermoCalc
software (Andersson et al. 2002) offers a crucial contribution to adjust the optimal
microalloying and nitrogen composition. Figure 7.6 shows the precipitation tem-
peratures of microalloying elements (MLE) as well as aluminum nitrides (AlN) for
two different nitrogen contents.

Because of the low nitrogen content the precipitation temperature of AlN
decreases from 980 °C to 820 °C. Comparing the fraction of precipitates of MLE at
a temperature of 1,000 °C the high N containing variant shows 0.0017 wt% while
the low N containing variant shows relevant reduced content of 0.0010 wt%.
Eventually, the design of an adjusted microalloying precipitation strategy controls
the phase transformation during cooling and thus increases the final strength of the
component.

7.4 Microalloyed Gear Steel for HT-Carburizing

For the development of case hardening steels for high-temperature carburization
microalloying elements as there are niobium, titanium and aluminum are added to
the base alloy in an appropriate ratio to nitrogen. By forming small, uniformly
distributed titanium-niobium carbonitride precipitates with a size of some nm this
concept offers to ensure the stability of the austenite grain size for carburizing

Fig. 7.6 Simulated fraction of precipitates in microalloyed AFP steel for varying nitrogen
contents (Erisir et al. 2008)
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temperatures higher than 1,000 °C. The austenite grain size is decisive for the cyclic
properties of the final component; therefore inhomogeneous grain growth has to be
avoided. Consequently, the precipitation behaviour has to be controlled along the
entire process chain from the steel shop via casting, forming, heat treatments to the
manufacturing of the gear component.

For this example, thermodynamic modelling provides the key for the design
process of material and process chain (Fig. 7.7). Here, the program MatCalc is
utilized allowing to follow the precipitation evolution along the production chain
continuous casting, rolling, forging, annealing, and final carburizing and thus to
control the grain size evolution by grain boundary pinning (Kozeschnik et al. 2007).

Figure 7.7 shows the principal design concept; that is to identify a process
window for the high-temperature carburization utilizing different simulation pro-
grams within a multiscale approach. In this example regions of different grain size
stability are calculated as a function of Zener pinning pressure and initial austenite
grain size for a thermal treatment of 1 h carburization at 1,050 °C. In this calcu-
lation the chemical composition and the precipitation state determines the Zener
pinning pressure, which in turn is determined in a thermodynamic calculation (Prahl
et al. 2008).

7.5 Bainitic Steels

The variety of different bainitic morphologies requests for an aligned thermal
treatment after forging in order to achieve the maximum performance in terms of
mechanical properties. In dependence of the alloying concept and heat treatment
bainite is composed of different microstructural components like the ferritic primary
phase and the secondary phase, which consists of either carbides, martensite and/or

Fig. 7.7 Precipitation management and process window identification for microalloyed steel for
high-temperature carburization (Prahl et al. 2008)
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austenite. Different combinations of mechanical properties can thereby be adjusted
in these steels, depending on the arrangement of the primary and secondary phase.
The aimed for microstructure in the newly developed HDB steel (high ductile
bainite) consists mainly of bainitic ferrite and retained austenite instead of carbides
form as the bainitic second phase (Keul and Blake 2011; Keul et al. 2012; Chang
and Bhadeshia 1990; Takahashi and Bhadeshia 1995). This microstructure is often
addressed as carbide free bainite.

The bainitic microstructure of these steels can be formed either after isothermal
phase transformation or after continuous cooling (Fig. 7.8). These two process
routes lead to different results with regard to the mechanical properties, especially
the Y/T-ratio. These differences in mechanical properties can be correlated to
characteristic features of the primary and secondary phases of the bainitic micro-
structures. The specific role of chromium is explained by its effect on the phase
transformation kinetics.

The phase transformation kinetics and the microstructure evolution during bainite
formation can be simulated by means of multi-phase field simulation approach
(Steinbach 2009). Figure 7.9 displays the simulated and the experimental-observed
carbide precipitation within the lower bainite microstructure formed at 260 °C in
100Cr6 steel. In this bearing steel, the nano-sized carbide precipitation within the lower
bainite microstructure tends to adopt a single crystallographic variant in a bainitic
ferrite plate and this is different from the carbide precipitation within the tempered
martensitic microstructures, where multiple crystallographic variants are preferred.

Lower bainite forms in the lower temperature range of the bainite transformation
field between 400 and 250 °C. Because of the low transformation temperature,
carbon diffusion is strongly restricted, so that the carbon that is insoluble in fer-
rite cannot diffuse out of the ferrite plates. As a result, in lower bainite, the

Fig. 7.8 Alternative cooling strategies for forging steels after deformation
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diffusion-controlled sub-step of the transformation reaction consists of a precipi-
tation of carbide particles within the growing ferrite plates. In doing so, carbides
preferably assume an angle of approximately 60° from the ferrite axis. This angle is
a result of the preferred nucleation on the intersection between the (101)-shear
planes of ferrite with the bainite/austenite phase boundary.

In lower bainite the C precipitation does not necessarily lead to the equilibrium
phase cementite, instead the more easily nucleated ε carbide may precipitate, or ε
carbide precipitation precedes the formation of Fe3C. The Atom Probe Tomography
(APT) images in Fig. 7.10 (left) shows the 3D carbon atomic map and 1D

Fig. 7.9 Comparison of the simulated nano-sized carbide precipitation within lower bainite
microstructure at 260 °C in 100Cr6 steel using multi-phase field approach with the experimental
observation by TEM. a multi-phase field simulation b TEM bright field micrograph. The colour
bar in (a) ranges from 0 wt% to 7 wt% (Song et al. 2013a, b)

Fig. 7.10 Carbide precipitation within bainite in steel 100Cr6. Left atom probe results, indicating
θ and ε carbides. Right ab initio based Gibbs energy calculation for precipitation in ferritic or
austenitic matrix (Song et al. 2013a, b)
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concentration profiles of lower bainite in 100Cr6 steel. It provides a local overview
of the carbon distribution in bainitic ferrite matrix and carbides.

After long holding period, ε carbides transform into the equilibrium phase Fe3C.
In steels, the obvious reaction in an iron matrix is the transition between ε carbide/
iron and cementite (θ),

e-Fe2:4Cþ 0:6 Fe� h-Fe3C;

where Fe is either bcc iron in a bainitic-ferritic matrix at low temperatures or fcc
iron in austenite at higher temperatures.

Figure 7.10 (right) shows the Gibbs free reaction energies between ε-Fe2.4C and
cementite θ-Fe3C as a function of temperature in a ferritic and an austenitic matrix.
Positive value of the Gibbs free energy indicates an ε favoured region and a
negative value indicates a cementite favoured regime. In lower bainite, where the
matrix is mainly bainitic ferrite, the formation of θ-Fe3C and ε-Fe2.4C has nearly the
same probability from a thermodynamic standpoint. In upper bainite, where the
matrix is austenite, however, the formation of cementite is clearly preferred at any
temperature. The theoretical calculations reveal that the formation of ε-Fe2.4C
benefits from a ferritic matrix and thus ε carbide is more prone to precipitate from
lower bainite than from upper bainite.

7.6 Al-Free Gear Steel

Materials development for improved strength-formability balances or higher
toughness requirements must follow two major routes: either avoiding detrimental
microstructural features and/or improving the matrix to enable a higher tolerance
for local microstructural irregularities or degradations. In most applications, the
plan is to avoid detrimental microstructural features by the improvement of the
internal cleanliness, because inclusions are considered to be the main crack origin.
The reduction in the content of non-metallic inclusions, such as Al2O3, results in
better toughness (Melander et al. 1991; Murakami 2012).

In ultra-clean steels, new approaches for improved matrix behaviour are being
investigated in order to enhance the local strain hardening in the vicinity of mi-
crocracks or local stress concentrations. This is usually addressed as damage-tol-
erant or self-healing matrices. The ICMPE approach will be a necessity for
providing the right microstructure control of this new steel concept.

Typically, a microalloying concept based on Al is used for deoxidation to reduce
the oxygen content in the melt. During this process hard, round Al-oxides might be
formed that eventually limit the life of gear components. Additionally, Al affects the
fine-grain stability positively. For the improvement of steel cleanness, various
metallurgical methods were successfully implemented in industrial processes
(Zhang and Thomas 2003). A material-based approach for the improvement of the
steel cleanness can be achieved by reducing the Al content. This concept was
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successfully evaluated for bearing steels (Theiry et al. 1997). However, such low Al
contents cannot ensure fine-grain stability in case hardening steels.

By using a combined thermodynamical and continuum mechanical multi-scale
simulation approach a new alloying concept for steel 25MoCr4, alloyed with Nb
and with reduced Al content has been developed (Konovalov et al. 2014). The aim
of the investigation is to improve the oxide steel cleanness by reducing the Al
content and in parallel increase the fine-grain stability at a high carburizing tem-
perature of about 1,050 °C by substitution of Al by Nb. The development of an Al-
free alloying concept is based on thermodynamical calculations to control the
precipitation state in the relevant temperature range. Figure 7.11 shows the calcu-
lation of the maximum possible precipitation amount and its dependence on tem-
perature carried out using the thermodynamic software Thermo-Calc.

For a first approximation, the calculation for the reduced Al content steel was
performed at 30 ppm Al and compared with a reference material. The volume
fraction of particles at the carburization temperature of 1,050 °C (TA) is noticeably
lower in comparison to the reference material. In the following calculations the Nb-
content was increased step by step in order to achieve an equal volume fraction as
compared to the reference material.

The simulation shows that the micro-alloying phases can be stable in the liquid-
solid region and this can lead to the formation of coarse primary particles. Such
coarse particles reduce cleanness and are not effective for fine grain stability. Thus,
additional calculations were performed for a reduced Ti content of around 10 ppm.
The target amounts of 800–900 ppm Nb, <30 ppm Al and approximately 10 ppm Ti
has been determined. Finally, target area for the Al-free composition with the
expected fine grain stability is shown as the hatched area in Fig. 7.11.

Fig. 7.11 Determination of
target alloy system for Al-free
carburizing steel by varying
Nb- and Ti-contents
(Konovalov et al. 2014)
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For validation, a laboratory melt has been made and investigated regarding steel
cleanness and fine-grain stability at high carburizing temperatures for different
process routes (Fig. 7.12).

7.7 Conclusions

• A focused virtual description of process chains leads to a significant increase in
planning quality, because knowledge-based predictions of material and process
behaviour are possible.

• A modular, standardized, open and extensible simulation platform is a key to a
significant increase planning efficiency in the development, production and
processing of materials and components.

• For a truly “virtual material development” ab initio methods are essential.
• There are further developments in the field of 3-D dislocation dynamics needed

to predict the mechanical properties and deformation of materials on a physical
basis.
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Noncommercial License, which permits any noncommercial use, distribution, and reproduction in
any medium, provided the original author(s) and source are credited.
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Fig. 7.12 Al-free gear steel for high temperature annealing yields improved cleanliness and
shortens the production route by direct annealing from forging heat combined with short time
carburizing (Konovalov et al. 2014)
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• “Integrative Production Technologies in High Wage Countries” (DFG—Cluster of Excellence)
• “Steel ab initio” (DFG—Collaborative Research Center SFB 761)
• “New Steels and optimized Process Chain for high strength steels in forged structural

components“ (AVIF A 228)
• “Efficient process chains and new high strength (bainitic) steels for flexible production of highly

loaded structural components” (IFG 260 ZN)
• “DiffBain” (ICAMS)
• “Al-free, Nb-stabilised Carburizing Steel for large Gears” (AVIF A 286).
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Part IV
Integrated Technologies

B. Lauwers, G. Hirt, C. Hopmann, C. Windeck

To enable an economically reasonable production in high wage countries it is
always a major challenge to increase the productivity of the processes. This can be
achieved by getting properties out of the used materials or by reducing the material
use while keeping the properties. To be successful in these paths a high knowledge
of process and material is necessary, which can be a differentiating factor for
producing companies. This implies that different disciplines need to be brought
together in the research and development phase.

One way to increase productivity is to generate new integrated/hybrid production
processes by combining several steps, respectively, by adding assistance within the
main production step. For the latter, even synergetic effects may be exploited. The
first contribution in this part describes integrated metal manufacturing processes for
both adding and combing processes. It shows with many examples how integrated
technologies help to increase accuracy and productivity.

An economically reasonable production is also given when customers’ demands
for individual products in small lot sizes can be satisfied fast and further func-
tionalities can be integrated easily. Representatively, the second contribution of this
part shows the incremental sheet forming (ISF) and its evolution from the basic
process to new process variants with added as well as combined steps: By adding a
laser system the metal is locally heated up prior to the forming so that the pro-
cessing speed is increased. By e.g. integrating stretch forming and ISF different
functionalities can be realized in one clamping. Again, several examples show the
general benefit of integrated processes.

Besides the integration of processes also the integration of different material
types leads to results that one material alone could not fulfil. Plastics show among
others good insulation, specific mechanical properties and lightweight character-
istics. Metals feature high overall mechanical properties over a wide temperature



range and high thermal and electrical conductivity. In a combination of these
materials hybrid products can be made. The development of automated one-step
processes is a major topic in the third contribution. Focus is laid on the combination
of injection moulding and die casting with special emphasis of electrically con-
ductive parts.
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Chapter 8
Productivity Improvement Through
the Application of Hybrid Processes

Bert Lauwers, Fritz Klocke, Andreas Klink, Erman Tekkaya,
Reimund Neugebauer and Donald McIntosh

Abstract Many parts require high strength materials, exhibiting high temperatures
or where formability should be reduced, requiring new processing technologies.
The application of hybrid manufacturing processes can answer the needs. This
paper gives first a classification of hybrid manufacturing processes, followed by a
description of various productivity improvements. The latter is also demonstrated
by various examples in cutting, grinding, forming and chemical & physical pro-
cesses like EDM, ECM and laser.

8.1 Introduction

Advanced mechanical products such as gas turbines, aerospace & automotive parts
and heavy off-road equipment, rely more and more on advanced materials to
achieve required performance characteristics. Many parts require high strength
materials, exhibiting high temperatures or where formability should be reduced,
requiring new processing technologies. The application of hybrid manufacturing
processes can answer the needs.
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According to the international academy for production engineering (CIRP),
hybrid manufacturing processes are based on the simultaneous and controlled
interaction of process mechanisms and/or energy sources/tools having a significant
effect on the process performance (Lauwers et al. 2014). The wording “simulta-
neous and controlled interaction” means that the processes/energy sources should
interact more or less in the same processing zone and at the same time.

Two distinct examples of hybrid processes are given to better explain what a
hybrid process means. First, laser assisted cutting, where the laser beam is directly
focused in front of the cutting tool, resulting in easier machining and higher process
performance (Fig. 8.1).

In this process, the main material removal mechanism is still the one occurring in
conventional cutting, but the laser action softens the workpiece material, so
machining of high alloyed steels or some ceramics becomes easier. It is only by
applying the laser energy and the mechanical cutting energy at the same time that
more efficient machining becomes possible. Due to the softening effect, the process
forces decrease drastically and often better surface quality can be obtained.

A second example in the area of forming is curved profile extrusion (CPE)
(Klaus et al. 2006), where extrusion and bending is combined within a unique new
process. In comparison to the traditional processing route for manufacturing of
curved profiles (Fig. 8.2), where first the straight profile is extruded and then in a
second process bended, in CPE, the extruded profile passes through a guiding tool,
moveable by a linear axes system, naturally bending the profile during extrusion.

Thus, the material flow in the extrusion die is influenced by the superimposed
bending moment of the guiding tool and the additional friction force in the bearing
areas. Consequently, the material is accelerated at the outside and decelerated at the
inside of the profile so that a controlled curvature results from this differing material
flow. Due to the bending during extrusion within the die, this new forming process
causes no cross-sectional distortion of the profile, no spring back, and nearly no
decrease in formability. Compared to warm bending tests, process forces could be

Fig. 8.1 Principle and application of laser assisted turning (Shin 2011)
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drastically reduced to 10–15 % of the bending force that would be required if only
warm bending would have been applied.

8.2 Classification of Hybrid Processes

Figure 8.3 gives a further classification or grouping of hybrid processes and some
examples. The first group (I) contains processes where two or more energy sources/
tools are combined and have a synergetic effect in the processing zone. A further
classification is made in “Assisted Hybrid Processes” (I.A) and “Mixed or

Fig. 8.3 Classification of Hybrid Processes

Fig. 8.2 Comparison of traditional manufacturing of curved profiles versus curved profile
extrusion (hybrid)
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Combined Processes” (I.B). In assisting processes, a main process (material
removal, forming,…) is defined by the primary process. The secondary process
only assists, while in pure hybrid processes, several processing mechanisms
(originating from the different processes) or even new mechanisms are present. In
mixed or combined processes, two or more processes are present, which according
to the above definition should occur more or less at the same time. The second
group (II) of hybrid processes contains processes where a controlled combination of
effects occurs that are conventionally caused by separated processes. For example,
in grind-hardening, removal is combined with controlled hardening due to the
induced heat of the grinding process.

8.3 Assisted Hybrid Processes

Figure 8.4 shows common combinations of a primary process with a secondary
assisting process to create a hybrid assisted process technology. It can be concluded
that the most important secondary assisting processes are vibration (ultrasonic),
laser and media (fluid) assistance. Vibration assisted technologies are used in
various primary processes to support the material removal. In these processes, a
small vibration (average amplitudes: 1…200 µm, frequencies: 0.1…80 kHz) is
added to the tool or workpiece movement. In most systems, especially in cutting
and grinding operations, the amplitudes are in the range of 1–15 µm and vibration is
within a frequency range from 18 to 25 kHz and the vibration itself is generated by
piezoelectric elements within the tool holder, spindle or workpiece holding system.
Therefore, the term “Ultrasonic Assisted Machining” (US) is also often used for
these kinds of processes.

The use of a laser beam as secondary process is available for various primary
processes. The laser beam strongly influences the processing zone (e.g. material

Fig. 8.4 Combinations of assisted hybrid processes
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softening in cutting, changing electrolyte conditions in ECM, material elongation
and bending in forming, etc.) so processing/shaping/machining becomes easier.

The third very important group of secondary assisting processes incorporates the
so called “Media-assisted Processes”. This includes high pressure and cryogenic
cooling/lubrication applied by dedicated jets or cooling nozzle systems. It is also
used in forming (e.g. the pneumo-mechanical deep drawing process), where a
pressurized medium is used to pre-stretch the sheet during the conventional deep
drawing process. The borderline to conventional cooling and lubrication applica-
tions is not always clearly defined but it can be stated that there must be a sig-
nificant process improvement initiated by the media assistance. Assisted hybrid
processes results in a number of strong positive effects on the process performance.
Often, the term “1 + 1 = 3” is used, meaning that the positive effect of the hybrid
process is more than the double of the advantages of the single processes. In the
following sections, a number of productivity improvements are described and
demonstrated by one or two examples (Schuh et al. 2009).

8.3.1 Reduction of Process Force

Various assisted hybrid processes, such as laser assisted turning and ultrasonic
assisted grinding show strong process force reductions. An example for major
reduction of the drilling torque to a quasi-static value is shown in Fig. 8.5 (left) for
the vibration assisted deep hole drilling of electrolytic copper ECu57 (Heisel et al.
2008). A virtually constant value can be reached independent of feed rate for
no-load vibration amplitudes (A) in the range of about 5–10 µm. Also a better chip
breakage for the ductile material was achieved.

Figure 8.5 (right) shows the results of a superimposing oscillation in sheet bulk
metal forming (Behrens et al. 2013). The part itself is manufactured by deep
drawing and the gearing is produced by bulk forming in a combination with
superimposing oscillation, which leads to significantly reduced process forces. The
investigations showed that with increasing process requirements such as lower die
clearance, the superimposed oscillation has a greater effect on the reduction of the
forming force and the spring back behaviour.

8.3.2 Higher Material Removal Rate

Not only an increase of the feed rate (due to lower process forces), but also the
interaction effect between the two energy sources often results in higher material
removal rates. Figure 8.6 shows the High-Speed Electro-erosion Milling (HSEM)
process where high material removal rates are achieved by promoting controlled
electric arcing through the use of a non-dielectric medium and a spinning electrode,
enabling simultaneous multiple discharges and arcs to occur. The process starts
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Fig. 8.6 Increase of material removal rate for High-speed Electro-erosion Machining (left) and
vibration assisted EDM (right)

Fig. 8.5 Process force reductions in vibration assisted hole drilling (left) and sheet bulk metal
forming (right)
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with multiple ionic micro-bridges in the small gap. The applied voltage triggers gas
bubble generation and breakdown as well as instantaneous short-circuiting,
resulting in rapid metal erosion in many locations. A metal removal rate of approx.
200 cm3/min has been achieved with a 25 mm thick disk electrode. During blisk
milling of Inconel 718 the process achieves a 3 times higher material removal rate
compared to conventional cutting (Wei et al. 2010).

In vibration assisted EDM, an additional relative movement is applied in the
system tool electrode, workpiece and dielectric fluid in order to increase the
flushing efficiency, resulting in a higher material removal rate and better process
stability (Fig. 8.6, right) (Ichikawa and Natsu 2013). In addition, the tool wear is
drastically reduced by applying tool/workpiece vibration.

8.3.3 Reduced Tool Wear

Besides vibration assisted EDM processes, tool wear reductions are also observed
in other assisted hybrid processes. Figure 8.7 (left) shows the advantageous effects
on tool life in cryogenic machining of TiAl6V4 (media assisted process). The
cryogenic cooling with liquid nitrogen LN2 or carbon dioxide CO2 is widely
applied for machining of Ni- and Ti-based superalloys.

Also in the case of vibration assisted turning, the periodic disengagement of the
cutting tool during vibration assistance offers the opportunity for ultra-precision
machining of hardened steel, glass and even other ceramic materials with single
crystal diamond tools with reduced process forces and increased surface qualities

Fig. 8.7 Cryogenic cooling (milling set-up) of TiAl6V4 (left) and tool wear behaviour in vibration
assisted turning (right)
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(at least for ferrous materials) (Bulla et al. 2012). The machining results in dras-
tically reduced tool wear achieving highest geometrical accuracies (Fig. 8.7, right).
Also the chip breakage can be positively influenced by the vibration assistance
resulting in favourable short or even discontinuous chips.

8.3.4 Excellent Surface Quality

In addition to the above reported advantages, better surface qualities can generally
be obtained with assisted processes. Figure 8.8 (left) shows the vibration assisted
turning of hardened steel (tool frequency op to 80 kHz) of almost polished surfaces
(surface roughness (Ra) values within the nm-range).

Also in laser assisted machining of difficult-to-cut Ni- and Ti-based alloys, better
surface qualities can be obtained. Figure 8.8 (right) depicts laser assisted machining
of Inconel 718 where SEM analyses and microstructure examinations of machined
surfaces show an improvement of the surface integrity (Attia et al. 2010). Com-
pared to conventional cutting, the plastically deformed surface layer is deeper and
more uniform. The absence of smeared material (was present in case of conven-
tional cutting) and the increased plastic deformation zone, are indicative for the
favorable compressive residual stresses. Other researchers also report on reduced
cutting forces (40–60 %) and improved tool life allowing the use of higher cutting
speeds during LAM of Inconel alloys (Brecher et al. 2012).

The effect of vibration when machining slots or pockets is not always positive.
For example in rotary ultrasonic assisted grinding (Fig. 8.9), a tool vibration
perpendicular to the feed direction can result in surface cracks due to the

Fig. 8.8 Excellent surface quality in Vibration assisted turning (left) and laser assisted machining
(right)
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hammering of the tool (see for example the machining of a Al2O3 (Vanparys
2012)). In general, surface textures of machined hard materials by vibration assisted
grinding show mixed material removal mechanisms (MRM): plastic deformation
and brittle removal. The type of material removal mechanism depends on the
material properties, the amplitude of vibration and the machining parameters. Brittle
removal certainly increases the material removal rate, additionally supporting lower
process forces, but should be avoided in finishing processes.

Also in the case of machining of stabilized ZrO2, the effect of the vibration is
clearly visible on the surface texture (Lauwers et al. 2010). As ZrO2 is a tough
material (among all ceramic materials), no brittle removal is observed, but the
impact of the grain movement is clearly visible.

8.3.5 High Precision

As process force reductions is a main advantage, hybrid assisted processes find
interesting applications in micro machining such as micro EDM and micro laser
assisted milling.

But high precision is also obtained for example in laser assisted single point
incremental forming (Duflou et al. 2007; Göttmann et al. 2011) (Fig. 8.10). The
laser softening effect not only extends the formability limits, the spring back is also
reduced. The figure shows two set-ups, left performed on a classical milling

Fig. 8.10 Laser assisted single point incremental forming of sheet metal parts

Fig. 8.9 Negative effect of the vibration on the surface quality in rotary ultrasonic assisted
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machine (Göttmann et al. 2011), right with a robot system (Duflou et al. 2007). For
the robot set-up, the sheet metal plate is clamped in a vertical table system. The
shaping tool is moved by a robot, while the material is locally heated in front of the
moving tool by a laser beam (Nd-YAG laser) acting at the back side of the sheet
metal plate.

8.4 Mixed Processes and Process Mechanisms

In mixed or combined processes, two or more processes are present, which
according to the definition should occur more or less at the same time. Research and
development is focused on the investigation of new combinations, enhancing
process performance. Figure 8.11 shows an overview of the most important process
combinations.

The size of the bullets is related to the number of process combinations found in
literature (Lauwers et al. 2014). Grinding and polishing is combined with EDM as
well as ECM. Also the combination between grinding and hardening is coming up
as an interesting hybrid process. Many process combinations exist between physical
and electro-chemical processes (EDM, ECM, laser). Also in forming, processes like
extrusion, spinning, bending are often combined to increase the process perfor-
mance. In general, processes are combined to enhance advantages and to minimize
potential disadvantages found in an individual technique (Rajurkar et al. 1999).

8.4.1 Combinations with EDM

In the area of process combinations with EDM the integration of grinding and spark
erosion processes has gained an important role (Kozak et al. 2002). Figure 8.12
(left) shows the basic principle and the application of a EDM-Grinding hybrid

Fig. 8.11 Mixed processes and process mechanisms—possible combinations
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processes, more specifically Abrasive-Wire-EDM where enhanced material removal
is realized by the synergy between spark erosion and abrasion.

During EDM grinding of difficult-to-machine but electrically conductive mate-
rials like cemented carbides with metal bonded diamond grinding wheels, the
grinding performance is enhanced by both effectively removing material from the
workpiece and declogging the grinding wheel surface.

The combination of ECM and EDM has been widely investigated by many
researchers (Lauwers et al. 2014). According to the principle of ECDM (Fig. 8.12,
right), the discharge delay time of the EDM process is used for electrochemical
based broad surface abrasion followed by local thermal material removal in con-
sequence of discharge formation. By adjusting the process parameters smooth
surface finishes with reduced thermally influenced rim zones and high geometrical
precision can be achieved during machining of micro features.

8.4.2 Combinations with Grinding

The hybrid process combination of grinding and ECM (Fig. 8.13, left) was already
developed in the 1960s in order to get a high-efficient and burr-free material
removal process for difficult-to-machine aerospace alloys and cemented carbides
(Becker-Barbrock 1966). This hybrid process allows for example the burr-free
grinding of honeycomb structures for turbine applications (Fig. 8.13, left). Process
variants were also developed for ECM-honing applications (Scholz 1968).
Nowadays, alternative technologies have been developed, largely reducing the
application of this process because of the high complexity of process control and
environmental concerns. Figure 8.13 (right) shows another application, the precise
machining of small holes (Zhu et al. 2011).

Fig. 8.12 Combinations with EDM: with grinding (left), with ECM (right)
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The grind-hardening process utilizes the induced heat of the grinding process for
local surface hardening on the workpiece. For achieving the high heat input rate the
grinding process is applied with higher depth of cut and slow feed speeds. For the
process combination the additional hardening process and the logistics are
completely eliminated saving time, energy and production costs (Zäh et al. 2009).
Figure 8.13 (right) shows the results of hardness measurements as reported in
Kolkwitza et al. (2011).

8.4.3 Process Combinations with Hardening

Besides grind-hardening, there are other processes which are combined with
hardening. An example is the hot stamping process used for the manufacturing of
high strength components for lightweight construction (Karbasian and Tekkaya
2010). Within the direct hot stamping process (Fig. 8.14, left) an aluminum–silicon
coated blank is heated up above the Ac3-temperature of the material and dwelled
for a certain time to ensure a homogeneous austenitic microstructure. Afterwards,
the blank is transferred to a press in which it is formed and simultaneously quen-
ched by tool contact. With cooling rates above 27 K/s the commonly used boron-
manganese steel 22MnB5 develops a martensitic microstructure with an ultimate
tensile strength of 1500 MPa and an ultimate elongation of 5–6 % (Lechler 2009).
The hybrid character is given since the quenching of the workpiece material is
applied in the calibration phase of the hot forming operation which leads to reduced
springback. The combination of forming and hardening makes 22MnB5 steel an
ideal solution for the construction of structural elements and safety-relevant com-
ponents in the automotive industry, in particular in view of the implementation of

Fig. 8.13 Combinations with grinding: grinding and ECM (left), grinding and hardening (right)
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penetration protection in the areas of the passenger cabin or motor (N.N. 2008).
Figure 8.14 (left) also shows some automotive applications of hot stamping:
A-pillars, B-pillars, side impact protections, frame components, bumpers, bumper
mounts, door pillar reinforcements, roof frames, tunnels, rear and front end cross
members. The sheet thickness in these parts varies between 1.0 and 2.5 mm.

Another hybrid processes combining with hardening is surface hardening by
cryogenic deep rolling (Meyer et al. 2011). In this hybrid process (which could be
seen as a kind of media assisted process), workpieces are exposed to the mechanical
loads of a deep rolling process and a cryogenic treatment cooling applying CO2-s-
now simultaneously. The hybrid process causes plastic deformation and strain
induced martensitic transformations into depths of up to 1.5 mm (Fig. 8.14, right).

8.4.4 Combination of Forming Processes

Some examples of combinations of forming processes are presented in Fig. 8.15.
The first process is a combination of a tube spinning and a tube bending process
(Fig. 8.15, left) (Becker et al. 2012). A tube is being clamped on a feeding device
and is transported through a sleeve to the spinning tool. The three spinning rolls of
the spinning tool are rotating around the tube at a defined rotational speed. The
spinning process creates a diameter reduction of the tube. To manufacture a bent
structure a freeform bending process is superposed. Due to this process setup the
production of bent structures can be realized with variable tube diameters. In this
hybrid process, the spinning process significantly influences the bending results,
which is shown by reduced process forces and reduced springback. Figure 8.15
(left) also shows a prototype machine and industrial manufactured samples. Tube
diameters up to 90 mm can be processed as well as tube lengths of 3000 mm. Also
the bending of three dimensional parts is possible due to a change of the bending
plane by rotation of the pusher device.

Fig. 8.14 Other process combinations with hardening: hot stamping and hardening (left), deep
rolling and hardening (right)

8 Productivity Improvement Through the Application … 113



The combined process of deep drawing and cold forging is a new hybrid metal
forming process to produce composite products from different combinations of
materials (Jäger et al. 2012). As presented in Fig. 8.15 (right), a one side coated
circular sheet is positioned centrally above the contour-shaping die. The opening of
the die has a small radius, which serves as a drawing edge (die radius). By
substituting the deep drawing mandrel by a cylindrical bulk metal workpiece, the
sheet is deep drawn into the shape of a cup which partly covers the bulk component.
With increasing stroke the bulk metal workpiece starts to be cold forged, while the
sheet component is additionally formed or even calibrated. At the end of the cold
forging process, the punch moves upwards and the workpiece is pressed out by an
ejector from the bottom of the tool. Depending on the diameter of the sheet in
relation to the height of the bulk part, there is a partial or a complete cladding of the
component. Composite metal structures with a cold forged bulk material in the core
partly covered with a deep-drawn sheet material can be produced (Fig. 8.15, right).
It is expected that the use of a bulk part instead of a conventional mandrel allows a
greater drawing ratio because of the simultaneous movement and deformation of
the sheet and the bulk part. Furthermore, due to the cold forging process an
additional reduction of the cross section can be carried out.

8.5 Conclusions

This paper gave a brief overview of advanced manufacturing through the imple-
mentation of hybrid processes. The process combinations are used to considerably
enhance advantages and to minimize potential disadvantages found in individual
techniques. Within hybrid production processes different forms of energy or forms of
energy caused in different ways are used at the same time at the same zone of impact.

Fig. 8.15 Other combinations of forming processes: extrusion and spinning (left), deep drawing
and cold forging (right)
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The combination of processes result various advantages that often occur at the
same time: lower processes forces, higher precision, higher productivity,… The
development of hybrid processes is continuously evolving, from basic development
towards industrial implementation. Further developments are driven on the one
hand by industrial needs to manufacture highly engineered mechanical products
made of advanced materials and on the other hand to process parts in a more
productive and energy efficient way.
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Chapter 9
The Development of Incremental Sheet
Forming from Flexible Forming to Fully
Integrated Production of Sheet Metal
Parts

Gerhard Hirt, Markus Bambach, Wolfgang Bleck, Ulrich Prahl
and Jochen Stollenwerk

Abstract Incremental Sheet Forming (ISF) was devised as a flexible forming
process in the 1990s. The basic principle of ISF is that a generic forming tool moves
along a tool path and progressively forms a metal sheet into the desired shape. The
tool is either moved using CNC machines or industrial robots. Applying CNC
technology or robots to sheet metal forming allows for replacing expensive dedi-
cated tooling and for a fast transfer from the CAD model to the formed part. Since
its first applications in the 1990s ISF has undergone tremendous developments.
Various process variants such as double-sided ISF and hybrid process combinations
such as heat-assisted ISF as well as stretch-forming and ISF have been put forward.
The present contribution gives an overview of these developments with a special
focus on the outcome of the research accomplished within the cluster of excellence
“Integrative Production Technology for High Wage Countries”, where the devel-
opment of fully integrated sheet metal production facilities is envisioned as the next
evolution step of ISF. The development of dedicated equipment for hybrid and fully
integrated sheet metal manufacturing and specialized CAX environments as well as
applications are described to show the potential of the technology.
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9.1 Introduction to Incremental Sheet Metal Forming

Incremental sheet forming (ISF) is a flexible forming process for small batch
manufacturing and rapid prototyping of almost arbitrary 3D shapes. In ISF, a
clamped sheet metal is progressively formed by a moving forming tool (Fig. 9.1,
right). In contrast to conventional sheet metal forming processes such as deep
drawing (Fig. 9.1, left), only a single die is needed, which does not have to be a full
male or female die but can be a partial support.

The tool path covers the surface of the desired product, similar to the finishing
stage in z-level machining. In every instant of the forming process in which the tool
moves over the sheet metal, localized plastic deformation is produced and the final
part shape is the result of all localized plastic deformation events. Several variants
of the incremental sheet forming process have been developed in the past:

• Conventional ISF. Conventional ISF comprises the variants of ‘single point
incremental forming’ (SPIF) and ‘two-point incremental forming’ (TPIF). In
SPIF, either no support at all or only a simple rig is used to support the outer
contour of the part. In TPIF, the sheet metal is formed over a full or partial
positive die.

• Double-sided ISF. In this process variant, a tool is used on either side of the
sheet, with one tool acting as the master forming tool and the other one acting as
a local support. This process was investigated by Meier et al. (2007), Maidagan
et al. (2007) as well as Malhotra et al. (2011).

• Stretch-forming and ISF. To overcome some of the limitations of conventional
ISF process variants such as the long process time, the pronounced thinning and

Conventional process
(deep drawing)

lower die

upper diepart

Incremental Sheet 
Metal Forming

die

forming tool

part

clamping

Fig. 9.1 Illustration of conventional deep drawing and ‘single point incremental forming’ (SPIF)
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the limited geometrical accuracy, ISF was combined with stretch-forming to a
hybrid process by Taleb Araghi et al. (2009). The process was performed on a
dedicated machine that combines four stretch-forming units and a CNC unit for
ISF.

• Heat-assisted ISF. In order to form e.g. titanium or magnesium alloys with a low
formability at room temperature, heat-assisted ISF variants were developed,
such as laser-assisted ISF by Duflou et al. (2007) and Göttmann et al. (2011), or
ISF with resistance heating, see e.g. Göttmann et al. (2012). These variants are
also hybrid processes, whose set-up and control is much more involved than for
conventional ISF.

Both conventional ISF and the newer process variants have been developed with
great effort by a number of research groups, but up to now only with limited
industrial take-up. The main limitations of conventional ISF are (i) the limited
geometrical accuracy, (ii) excessive sheet thinning, (iii) the long process time and
(iv) the need for dedicated CAE tools. Besides that, potential markets for ISF are
sheet metal parts made from titanium and magnesium alloys which are hard to form
at room temperature and require forming at elevated temperature.

To meet the above-mentioned challenges and to make ISF viable in an industrial
context, various technological developments beyond conventional ISF are neces-
sary. This contribution gives an overview of recent developments in ISF with a
strong focus on hybrid ISF processes developed in the cluster of excellence
“integrative production technology for high-wage countries”.

The paper is organized as follows: The next section gives an overview of the
design of the dedicated machine for hybrid ISF processes and the CAX tools needed
to operate the machine. The capabilities of the hybrid processes of stretch forming
and ISF as well as laser-assisted ISF are demonstrated using case studies. Finally, the
benefit of the hybrid processes compared to standard ISF is summarized.

9.2 Design of a Machine for Hybrid ISF

9.2.1 Basic Set-up for Stretch-Forming and ISF

The machine shown in Fig. 9.2 is based on a standard milling machining center into
which four dedicated stretch-forming modules were integrated (shown in blue in
Fig. 9.2). Thus, the process steps of milling of the die, stretch forming, ISF and
trimming can be carried out on a single machine.

Particularly noteworthy is the stiff machine bed (Fig. 9.2, right), which must bear
the extremely high process forces exerted by stretch-forming (about 200 kN per
element) in a confined space. Furthermore, an interface has been created in the
5-axis head which can receive forming tools for ISF as well as conventional milling
tools. For ISF a force limiter was developed to protect the linear and rotary axes of
the milling machine from overloading. Both for stretch forming as well as for ISF a
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workpiece holder is required, which must transmit the high process forces. The
stretch-forming modules allow movements in horizontal and vertical direction and
have a hinged clamp. This is necessary to allow for tangential stretch forming. The
clamping of the workpieces is self-adjusting and is designed for sheet metal of
1–4 mm thickness. All movements are performed by NC controlled linear axes.

During milling of the die needed for stretch forming, the machine can be used as
5-axis milling machine with three linear axes and two rotary axes. With the system,
the commonly used mold materials for ISF (aluminum, plastic, wood) can be
machined.

The machine is equipped with a CNC control Siemens 840 D NCU 573 SL. Due
to the flexible architecture of the controller it is possible to integrate special control
functions for the stretch forming and incremental sheet forming directly in the
controller. This functionality has been used to integrate a laser system as further
axis (see below). The technical data of the installed system are summarized in
Table 9.1.

Displacement in 10-3 mm

Fig. 9.2 (Left) Hybrid machine enabling stretch forming and ISF. (Right) simulation of the
deflection of the machine bed

Table 9.1 Technical data of the hybrid machine for stretch forming and ISF

Control Siemens 840 D NCU 573 SL

Accuracy Positioning accuracy Repeat accuracy

±0.03 mm ±0.015 mm

Machine axes X Y Z SZ horizontal SZ vertical

Traversing range [mm] 2.800 2.300 1.000

Teed rate [m/min] 40 40 20

Forming force [kN] 4 4 4 200 100

Spindle Power Rotation speed Torque Tool holder

24 kW 18.000 U/min 38 Nm HSK 63 A
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9.2.2 Basic Set-up for Laser-Assisted ISF

To allow for localized heating, a laser optic was designed and integrated into the
machine. The selected laser was a “LDF 10000” diode laser from the company
Laserline. The maximum available output of 10 kW (radiation power) is sufficient
to heat common sheet forming materials up to temperatures above 1000 °C. The
main advantages of a diode laser are that the beam can be guided via an optical
fiber. Thus, the energy required for heating can be directed right to the forming
area. The movements of the forming tool can be compensated for by the optical
fiber and a feed device.

Since the optical system cannot be rotated around the tool, it was designed so that
the laser beam is rotated to the desired position around the tool axis. Rotation of
mirrors in the laser optics causes the laser beam to move on a circle. The shape and
position of the laser spot can be influenced by selecting different lenses and varying
the distances between the mirror components. In the simplest version, a circular laser
spot with a diameter of 35 mm is projected onto the surface of the part at a distance of
45 mm from the tool axis. The optical system described is fixed to the forming head
of the hybrid machine (Fig. 9.3). The beam source used is outside the machine, so
that the laser beam has to be guided to the processing point via a fiber optic. The
optical system moves together with the processing head during the forming process.
The laser spot is positioned by a motor that is built into the optical system.

9.2.3 CAX Environment

The CAX environment must provide suitable software tools to plan each step of the
combined stretch-forming and ISF process chain as well as for laser-assisted ISF.

1

2

3
4

5

1. Laser optics
2. Tool spindle
3. Forming tool
4. Blank and 

fixture
5. Optical 

waveguide

Fig. 9.3 Hybrid forming
machine with built-in optical
system
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Due to the complexity of the tool kinematics of ISF purely manual machine
operation would not be possible. The same holds for stretch forming with up to 8
axes. Due to the novelty of the combination of stretch-forming and ISF process, the
development of new CAM features was necessary which do not exist as standard
features in common CAX systems.

The programming of the stretch-forming operation is supported by the CAM
system, but it is also possible to operate the stretch-forming modules manually and
to read back the trajectories into the CAM system. Previously used ISF strategies
can be implemented, customized and extended. The simulation and collision
checking of the forming tool, the stretch motion of the machine and the fixture
situation were another important requirement.

The development of a completely new and independent CAX solution would
have cost a tremendous effort. For this reason, the development of the CAX solution
was carried out based on the standardized CAX platform NX from Siemens. A key
criterion for the selection of NX as CAD/CAM platform is the ability to integrate
own functions in the system via programming interfaces and thus to implement
specific functions for stretch forming and ISF. NX offers several programming
interfaces (APIs) such as NXopen (C, C++, Visual Basic).

The CAM module in NX provides basic functions for milling which can be
adapted for ISF. The most important function is the “Z-level” processing. This
machining strategy can be programmed with NX both in a 3-axis and with
simultaneous 5-axis motion. All process steps for the production of demonstration
components—geometry processing, stretch-forming, ISF and trimming the com-
ponent—can be performed consistently with the developed CAX-chain.

Building on the experience gained during initial manual programming of the
stretch forming units, it was possible to automate some repetitive steps. Pre-
stretching of the sheet, approaching the die and bending can be combined within a
single smooth trajectory. Since the stretch-forming modules move in planes, the
motion can be prescribed by curves in 2d space. These can be defined separately for
each stretch forming module. For the individual forming steps, the relevant
parameters in the form of input values can be defined (Fig. 9.4).
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Since stretch forming does not create the final geometry for most parts, the areas
that still have to be formed by ISF after stretch forming have to be detected. This is
accomplished by reading in results from a finite element simulation of the stretch
forming process into the CAD/CAM system. The areas to be formed out by ISF are
detected, and tool path planning is done only for the areas shown in red in Fig. 9.5.

The programming of the NC machine tools is often supported by a machine
simulation. In the case of the hybrid process, further eight axes for the stretch-
forming units are present in addition to the five axes of the forming/cutting tool.
This underlines the need for system simulation in order to guarantee safe operation.
The simulation avoids test runs on the system and therefore contributes significantly
to shortening the process planning.

Dedicated CAM tools are also needed for laser-assisted ISF. Special laser optics
were devised which guide the laser beam onto a position on the blank that is defined
by a rotation angle about the X-axis (Fig. 9.6). The rotation angle is calculated in
the CAM system and transferred to the forming machine along with the positioning
signals for the forming tool.

9.3 Case Study: Stretch Forming and ISF

As an application part, a stiffening frame for a hydraulic access door of an AIRBUS
A320 aircraft made of 1.0 mm stainless steel 1.4541 has been chosen (Fig. 9.7). The
part is located on top of the pylon and allows an easy and fast maintenance
operation on the hydraulic systems in this area.

FEM (stretch forming) NC path planningCAD-Model Comparison to target

ISF

stretch
forming

Fig. 9.5 CAD/CAM chain for hybrid stretch forming and ISF
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Fig. 9.6 Integration of laser as rotation axis (left) and integration into the machine via SPS (right)
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Usually, the part is produced using by a process chain that consists of separate
manufacturing operations, i.e., forming and trimming. Especially for small batch
sizes, the costs for additional equipment and tooling increase the costs per part. In
order to develop an efficient ‘integrative production’ scenario for small batches, the
hybrid machine allows to perform all process steps on a single machine in a single
set-up.

To analyze the benefit of the process combination, the part is manufactured both
using conventional ISF and with the combination of ISF and stretch-forming. Both
parts were trimmed to the final geometry using the milling functionality of the
machine. In the case of pure ISF, the forming operation was divided into two steps.
In the first step, the outer envelope of the part was formed. The pockets were
manufactured separately in the second step. The forming with ‘SF + ISF’ took
60 min. whereas the manufacturing with the conventional ISF process needed
110 min. Using the process combination, the forming time was reduced by about
45 %.

Since the shape of the part shows smooth curvature with relatively flat pockets,
low strains are expected that should not lead to significant sheet thinning but
influence the geometric accuracy. Hence, within this study the dimensional accu-
racy was investigated. Both parts (pure ISF-part and ‘SF + ISF’-part) were digitized
using the gom ATOS system. The comparison of the digitized parts to the CAD
model yielded the actual geometric deviations.

Figure 9.8 shows the evaluation of the geometric deviation along a longitudinal
section. After trimming, pure ISF yields a lower dimensional accuracy compared to
the part made by the process combination. In particular, towards the borders of the
part, the geometric deviation of the section made by ISF increases strongly. It can
be concluded that for the process combination ‘SF + ISF’, the superimposed tensile
stresses due to stretch forming yield a higher dimensional accuracy in the area close
to the outer borders of the part and in the transition to the flange region than pure
ISF. For stretch-forming, springback compensation procedures through tool mod-
ifications could help to increase the dimensional accuracy even more.

Fig. 9.7 (Left) CAD Drawing of the part. (Right) Position of the part in the airplane
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9.4 Case Study: Heat-Assisted ISF

TiAl6V4 is the most commonly used titanium alloy. At room temperature, form-
ability is very low due to the limited number of glide systems. To analyze the effect
of different process parameters such as temperature, strain rate and strain on the
deformation behavior of TiAl6V4, processing maps have been developed (Johnson
et al. 2003). Vanderhasten et al. (2008) analyzed the deformation behavior of
TiAl6V4 by uniaxial tensile testing for a wide range of strain rates and tempera-
tures. However, since ISF is governed by complex stress states in the forming zone,
processing maps or uniaxial test data are not representative. In the cluster of
excellence, the formability of TiAl6V4 sheets was analyzed by recording forming
limit curves, both at room temperature and for slightly elevated temperatures of
300–500 °C. This was accomplished by heating the punch to the respective forming
temperature. The FLC in Fig. 9.9 on the left shows that formability increases
already in the temperature range of 300–500 °C.

At such low temperatures, oxidation, i.e. the formation of the detrimental α-case,
does not yet occur during laser ISF since the time spent at that temperature is too short.

Based on the analysis of formability, experiments on 1.5 mm thick sheet metals
of Ti Grade 2 and TiAl6V4 were performed using local laser heating (Fig. 9.9,
right). The formed geometry is a cone with a kidney-shaped base with a wall angle
of 60° and a depth of 110 mm as shown in Fig. 9.8. The pitch between the z-levels
was 0.35 mm. The forming velocity was set to 4000 mm/min. The settings of the
laser optics were chosen such that an elliptical laser spot with dimensions
15 mm × 45 mm was projected onto the sheet metal at a distance of 45 mm to the
tool. The laser power output was controlled using a closed-loop feedback controller.

Formed parts Geometrical accuracy

Reference part: ISF

Stretch-forming + ISF

ISF

max = 3.3 mm

max = 1.3 mm

4
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0
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Fig. 9.8 Evaluation of geometric accuracy
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The temperature is measured in the tip of the forming tool 1 mm below the surface
of the forming tool.

Although the part was formed successfully, there is excessive tool wear and the
surface quality is poor. Forming of TiAl6V4 using ISF thus requires improved tool
concepts such as tools with a rolling instead of a sliding contact.

9.5 Improvements by the Hybrid ISF Variants

The most restrictive process limits in conventional ISF are the geometrical accuracy
and the strong dependence of sheet thinning on the wall angle of the formed
part. Allwood et al. (2005) considered 28 potential sheet metal products from 15
companies to search for potential applications of ISF. A product segmentation
approach revealed that only two of the 28 products comply with the capabilities of
ISF. In the study, a geometrical inaccuracy of 3 mm was presumed to exist inde-
pendent of part size and workpiece material. Although the assumptions made for
the achievable tolerance of ISF in the product segmentation approach are over-
simplified, they show that the geometrical tolerance is a key factor that decides
whether a given product can be manufactured by ISF or not.

Due to the possibility to create a preform by stretch forming and due to the fact
that tensile stresses can be superimposed, the combination of stretch forming and
ISF helps to improve the geometrical accuracy, as illustrated in Fig. 9.10. In this
illustration, it is assumed that the geometrical deviations in ISF scale with the size
of the part.
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Fig. 9.9 (Left) Formability of TiAl6V4 at room temperature and elevated temperature. (Right)
Forming of a test shape at room temperature and *450 °C. Tool wear and surface quality are
shown in the bottom
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Unlike deep drawing, ISF is a process in which the sheet thickness cannot be
held constant. ISF increases the surface area of the part. Thinning in the ISF process
is governed by the sine law,

t1 ¼ t0 sinð90� � aÞ ¼ t0 cosðaÞ ð9:1Þ

and increases with the wall angle. Thinning in stretch forming does not depend on
the wall angle, it is rather governed by frictional constraints. The combination of
ISF and SF may hence help improve the process limit determined by excessive
thinning. Assuming that the sheet breaks once a certain amount of thinning is
reached, forming by stretching should ideally be designed to lead to homogeneous
thinning throughout the part so that there is no “weak spot” with maximum thin-
ning. This ideal situation is hard to achieve. However, since thinning in ISF and SF
affects different areas of the part, it can be complementary in many cases and hence
the thickness reduction can be distributed more evenly over the part, as illustrated in
Fig. 9.11. Due to volume constancy, stretching of the sheet must be compensated by
thinning, i.e.

S0t0 ¼ S1t1 ð9:2Þ

If the surface stretch ratio ln(S0/S1) is distributed unevenly over the part, there
will be an area of maximum stretching and, correspondingly, maximum thinning.
This area is prone to failure. To avoid it, the material should be distributed as
homogeneously as possible.

The benefit of forming materials with low formability at room temperature such
as titanium and magnesium alloys at elevated temperatures is shown in Fig. 9.12.

Assuming again that a maximum allowable thickness reduction exists, increas-
ing the temperature will increase the limit strain from εmax,RT at room temperature
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Fig. 9.10 Improvement of
geometrical accuracy by
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forming (SF)
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to εmax,HT at high-temperature deformation. This allows a larger increase in surface
area and hence forming of more complex parts.
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Chapter 10
IMKS and IMMS—Two Integrated
Methods for the One-Step-Production
of Plastic/Metal Hybrid Parts

Christian Hopmann, Kirsten Bobzin, Mathias Weber, Mehmet Öte,
Philipp Ochotta and Xifang Liao

Abstract The integration and combination of known production technologies to
one-step-processes is a promising way to make existing processes more efficient
and to enable more integrated products. This paper presents two integrative process
technologies that are developed by the Institute of Plastics Processing (IKV) and the
Surface Engineering Institute (IOT) as part of the Cluster of Excellence “Integrative
Production Technologies for High-Wage Countries”. In these processes, metals or
metal alloys are applied to an injection moulded part, which results in a new
opportunity to create electrical conductivity of plastic articles. The Integrated-
Metal-Plastic-Injection-Moulding (IMKS) represents the combination of injection
moulding and metal die-casting, allowing the production of plastic parts with
integrated conductive tracks in one shot. The In-Mould-Metal-Spraying (IMMS)
combines the injection moulding with the thermal spraying of metal. Therefore it is
possible to equip electrically insulating plastic parts with metallic coatings and
provide an electromagnetic shielding like cast metal parts. In the following both
processes are presented and future potentials and challenges are shown.

10.1 Introduction

In traditional engineering, metals and plastics normally compete with each other
(Berneck 2011; Flepp 2012). Nowadays, the growing requirements regarding
functionality and complexity of parts often cannot be met by a single material. Hence
the hybrid technology, which combines the advantages of different materials within
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one part, is gaining increased importance. Amongst others the part functionality can
be expanded by integrating electrical conductivity or by an improvement of the
wear-resistance of the surfaces of plastics parts. Manifold applications arise in the
fields of electronics as well as in the automotive industry, e.g. connectors or parts
with selectively conductive areas (Drummer and Dörfler 2007).

Today, various technologies are capable of producing plastic/metal hybrid parts
(Fig. 10.1).

One possible process is the injection moulding of electrically conductive poly-
mer melts. Therefore electrical conductive materials like metal fibres, carbon black
or carbon nano tubes are introduced as fillers/additives by the compounding
(Pfeiffer 2005; Pflug 2005). The hybrid compounds can be processed on regular
injection moulding machines; however the high filler content limits the flowability,
thus requiring an adapted part design. Also the electrical properties of pure metals
cannot be reached (Pfeiffer 2005).

Another way of metalising is the coating of plastic parts. For example electro-
plating, ion plating, chemical vapour deposition, thermal spraying or with physical
vapour deposition can be used tometalise prefabricated plastic parts (Grob et al. 2003;
Brosig 1996). Each process needs at least one additional process step and equipment.
In addition the coating has a given thickness which leads to dimensional inaccuracy of
the part. Especially the electroplating, often applied since the 1960s, is limited to
special polymers, for example ABS, PC, PA (Kanani 2009; Chanda and Roy 2007).

The in-mould-assembly process comprises a preceded production of the metal
parts. The prefabricated metal parts are subsequently placed in the injection mould to
be overmoulded by the plastic melt. The overmoulding of metallic films is often used
in terms of improving the optics and haptic (cool-touch-effect). Overmoulded grids
are applied to improve the electromagnetic compatibility (EMC) of the parts. The
maximum degree of deformation of the overmoulded film or grid depends on the
elasticity of the used metal, which limits the geometrical freedom. In each case
especially the production of the metal component is characterised by additional
expensive and complex procedures like bending, stamping, drilling etc. Also the

Fig. 10.1 Processes to manufacture electrically conductive parts

132 C. Hopmann et al.



inserted material has to be fabricated and placed into the mould, increasing the cost
for the automation and the supply of the semi-finished materials.

Summarised, the various processes have disadvantages resulting from limitations
in productivity, processing properties or the level of achievable geometrical part
complexity.

Within the scope of the Cluster of Excellence “Integrative Production Tech-
nology for High-Wage Countries”, two new approaches are developed to overcome
the described disadvantages. The injection moulding of plastics and pressure die-
casting of metal on one side, and the injection moulding and thermal spraying of
metal on the other side are two new integrated processes for the production of
plastic/metal hybrid parts.

10.2 Integrated Metal/Plastics Injection Moulding (IMKS)

The Integrated Metal/Plastics Injection Moulding (IMKS) is constantly developed
since 2007. The IMKS uses the established and proven method of the multi-
component technology as the fundament to combine the plastics injection moulding
with the metal pressure die-casting to one integrated process (Fig. 10.2). With the
IMKS it is possible to on-mould conductive tracks on a primarily injection moulded
plastics carrier. The alloys used on the basis of tin have high electrical conduc-
tivities and are already established in the field of lead-free soldering for electronic
applications. In addition, the melt temperatures of these alloys, within a range
between 200–250 °C, fit into the temperature range of the used engineering ther-
moplastics (e.g. PA6.6 or PBT). The essential development cores for the technical
implementation of the IMKS are the appropriate choice of materials, the develop-
ment of an injection technology for reproducible processing of the low-melting
metal alloys and a mould technology to produce ready-to-use electronic parts with
integrated functions.

Fig. 10.2 Process chain “Integrated Metal/Plastics Injection Moulding”
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10.2.1 Device for the Processing of Low-Melting Metal Alloys

While accessory units as an extension of standard machines to multi-component
injection moulding machines are state of the art since the early 1990s, there is no
similar solution in the field of metal pressure die-casting. For this reason, based on
studies at the IKV and supported by the Krallmann Plastics Processing Gmbh,
Hiddenhausen, Germany, a compact accessory unit for processing of low melting
metal alloys has been developed. It can be integrated into the injection moulding
process via core pull control (Hopmann et al. 2011, 2012, 2013). Based on the hot
chamber die casting, the accessory unit utilises a plunger which is completely
immersed in the liquid metal. The metal alloy is supplied in commercial bar form in
the open, electrically heated melting pot and melted by heat conduction. The dosing
is done by retracting the injection plunger. In this case, an overflow hole is released,
whereby molten metal flows into the injection cylinder by gravity. Figure 10.3
shows the operation of the metal die-casting unit schematically.

10.2.2 IMKS Mould Technology

The IKV supported by the Krallmann Plastics Processing GmbH developed a
3-station index plate mould which allows the processing of two plastics and one
low melting metal alloy in one mould and one machine (Fig. 10.4).

The molten metal and two different plastic melts are supplied to the respective
cavities via hot runner valve gate nozzles. The transfer between the individual
stations is done via a servo-electric powered index plate. The index plate tech-
nology has proved to be the most appropriate mould technology to produce com-
plex multi-component metal/plastic components due to their geometrical freedom
on the closing and nozzle side.

Fig. 10.3 Dosing and injection process of the metal die casting unit for the Integrated Metal/
Plastics Injection Moulding (IMKS)
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By using this mould technology, as presented on the K-show 2010 in Düssel-
dorf, Germany, the fully automated production of a three component sports glasses
with integrated conductive tracks for the heating and defogging of the lenses has
been realised (Michaeli et al. 2010). The new process offers high reproducibility
and short cycle times which qualifies the new technique for industrial production.
The glasses were moulded within a cycle time of 80 s. Thereby a three dimensional
conductive track with varying cross-sectional area was manufactured featuring high
aspect ratios and the possibility of a direct contacting of metallic inserts. Addi-
tionally presented on the Fakuma-show 2012 in Friedrichshafen, Germany, a sec-
ond demonstrator in the form of a desk lamp shows the possibility of the direct
in-mould solder like connecting the conductive tracks with a LED (Doe 2012). The
LED is already integrated into the part in the process. Thus no assembly is required
at all to produce the lamp (Fig. 10.5).

Fig. 10.4 3-station index plate injection mould with side-mounted metal die casting unit

Fig. 10.5 Demonstrators for the IMKS
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10.2.3 Influence of Variothermal Mould Temperature
Control on the Achievable Conductive Track Length

In order to provide complex conductor path structures while minimising the
material consumption of the metal alloy, conductor paths as filigree as possible
should be designed, for example with a diameter of less than 1.5 mm2 and a length
of several hundred millimeters. To achieve the flow length by using the IMKS the
use of a variothermal mould temperature control is expected to be advantageous. By
local and close-to-cavity heating of the mould in the area of the conductor paths
prior to the metal alloy injection and rapid cooling after the injection, it is possible
to produce such conductor paths and other filigree structures without thermally
damaging the plastics carrier.

For the investigation of the flowability of the metal alloy a meandering flow
channel course is milled into a polyamide 6 carrier plate using a CNC-driven
milling machine and different cross-sectional dimensions (Fig. 10.6). The carrier
plate has a thickness of 4 mm. The flow channel is filled with the low melting metal
alloy in an experimental mould.

To achieve a variothermal process control an inductor is moved into the open
mould via a 6-axis robot of the KUKA AG, Augsburg, Germany. Subsequently, the
surface of the nozzle half is heated in the region of the conductor paths by the
inductive alternating field, leading to a temperature above the melting point of the
metal alloy of approximately 230 °C during the injection phase. The carrier plate is
then manually inserted into the mould cavity on the closing half, the inductor is
swivelled out from the mould, the mould closes and the metal alloy is injected.

An increase of the flow length of the metal component due to the variothermal
mould heating can be observed for all cross-sectional dimensions (Fig. 10.6, right).
The high mould wall temperature leads to a delayed solidification, resulting to a

Fig. 10.6 Test specimen and results of the flow length investigations
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doubling of the achievable flow length especially for cross-sections below
1 × 1 mm2. It is also clear that the results of the samples prepared with variothermal
mould temperature control have a larger scatter. The reason for this is not yet fully
understood, but subject to further investigation currently ongoing. Since the com-
ponents are inserted manually, the slightly different retention time of the plastics
carrier plates in the mould can be a source of variation.

10.3 In-Mould-Metal-Spraying (IMMS)

The In-Mould-Metal-Spraying (IMMS) is another integrated process designed to
simplify the production of metallised plastics components. At the same time it
opens up new possibilities in product development. The IMMS enables the fabri-
cation of metallic coatings onto the surface of plastics components, which can be
used in the electrical industry. Certain requirements on these components regarding
the haptic characteristics (cool-touch-effect) and electromagnetic shielding (EMC)
can be fulfilled with metal coatings. With this method, under development since
2012 by the IKV and IOT at the RWTH Aachen University, at first a metal coating
is applied inline to certain areas of the cavity surface of an injection mould via
thermal spraying. In the next step the metal layer is back-moulded with plastic. The
metal layer is thereby transplanted to the plastics component, similar to the in-
mould labelling process. Metal layer and plastic are then demoulded as a plastic
component with integrated partially metallised surface (Fig. 10.7).

10.3.1 Selection of Materials and Thermal Spraying Process

The thermal spraying process has to fulfil special requirements to enable the inte-
grated process. One key question is, if the thermal sprayed coating can be separated

Fig. 10.7 Schematic of the In-Mould-Metal-Spraying (IMMS)
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from the mould surface during injection moulding. Therefore, in particular the
adhesive strength between metal coating and the overmoulded plastics has to
exceed the adhesive strength between metal coating and mould surface. Simulta-
neously the adhesion of the metal coating to the mould surface has to be sufficiently
high to withstand the emerging shear stress during the injection moulding process.
Also the surface of the mould shall not be destroyed through the thermal spraying
process to enable a continuous reproducible production.

Subject to these conditions the wire arc spraying process is chosen for the tests
(Fig. 10.8).

The particle velocities in wire arc spraying process are, in comparison to the
other conventional thermal spraying processes relatively low (50–100 m·s−1).
Thereby, a low abrasion of the mould surface is expected. Another conventional
thermal spraying process, which exhibits similar particle velocities, flame spraying,
cannot reach deposition rates reached by wire arc spraying. The cooler deposit
characteristic of wire arc spraying minimizes the substrate heating common with
other thermal spray processes; hence processes advantages regarding the substrate
temperatures (Tucker 2013). Zinc is chosen to be the deposition material for the
metallic component. Zinc coatings are widely used for corrosion protection, often
for steel substrates. Moreover the compatibility to different plastic components is
given in earlier experiments where the zinc coating was brought onto the plastic
surface, using the wire arc spraying (Bobzin et al. 2011).

Without a special surface treatment of the used cavity insert it was possible to
transfer >95 % of the zinc coating onto the plastics part (Fig. 10.9). The milling
marks provide enough adhesion.

Through application of masking upon the mould surface before the thermal
spraying process, partial transplantation of the selected areas onto the plastics
component can be realised. This extends the degree of freedom during the metal-
lisation process. As mentioned before, the adhesion of the metal coating to the
mould surface must be carefully adjusted to fulfil the requirements regarding
the transferability of the coatings in the IMMS process. A key factor hereby is the

Fig. 10.8 Schematic of the wire arc spraying process
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roughness of the mould surface. In order to achieve the intact transplantation of
the coatings, different roughening methods and parameters have been investigated
and analysed (Bobzin et al. 2014). As a result, together with the usage of masking
methods, selective transplantation of the metal coating was realised. The trans-
planted coating was intact (Fig. 10.10).

10.4 Conclusion and Outlook

The presented process combinations can provide benefits in terms of a more effi-
cient production of plastic components with electrically conductive elements. Both
methods, developed at the Cluster of Excellence “Integrative Production Tech-
nology for High-Wage Countries” at RWTH Aachen University, increase the added
value of electrical products, at the same time rationalise the production and thus
help companies of high-wage countries to remain competitive in the future.

Fig. 10.9 Transplantation of
complex geometries

Fig. 10.10 Selective
transplantation with IMMS
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The Integrated Metal/Plastics Injection Moulding (IMKS), evolved over the last
years, enables the production of electrical and electronic parts in extremely short
cycle times compared to existing multi-stage process alternatives. The short process
chain is made possible by the transfer of the underlying technologies in a one-step
process, in which all the necessary steps are controlled by one machine. The studies
also indicate the possibility of direct contacting of electrical inserts inside the
mould, which in turn saves additional process steps. The demand for filigree
conductor paths can be satisfied by the use of variothermal mould temperature
control. The previous studies already arouse the interest of industrial companies.
For example, cooperation between the IKV and the OSRAM GmbH, Munich,
Germany, could be established to investigate the contacting of a circuit board
equipped with a LED with the metal alloy for optical applications. In future studies,
the achievable long-term stability of the plastic/metal hybrids will be investigated
particularly under the influence of media and temperature loads.

The studies on the newly developed In-Mould-Metal-Spraying (IMMS) show a
remarkable potential of progress. A surficial application of the metal coating
through the combination of wire arc spraying and injection moulding can extend the
application areas of plastic components to the electronic industry by utilizing these
components with better electromagnetic shielding and haptic characteristics. In
further studies, a new mould technology which enables the production of the IMMS
parts in a single-step process shall be investigated. Well-known mould technologies
from the multi-component injection moulding like e.g. transfer processes using
rotary mechanism or robotic transfer (Michaeli and Johannaber 2004; Michaeli and
Lettowsky 2005) will be adapted to the new process.

Open Access This chapter is distributed under the terms of the Creative Commons Attribution
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in
any medium, provided the original author(s) and source are credited.

Acknowledgments The depicted research referring to the Integrated Metal/Plastics Injection
Moulding (IMKS) and the In-Mould-Metal-Spraying (IMMS) has been funded by the German
Research Foundation (DFG) as part of the program Cluster of Excellence “Integrative Production
Technology for High-Wage Countries” at the RWTH Aachen.
We would like to extend our thanks to the DFG, the German Bundesministerium für Wirtschaft

und Energie (BMWi). We also thank all companies who have supported these research projects
through the provision of materials, machinery and other resources.

References

Berneck J (2011) Kunststoff statt Metall. Kunststoffe 102 (9):109–111
Bobzin K, Michaeli W, Brecher C, Kutschmann P (2011) Integrative Produktionstechnik für

Hochlohnländer. Springer-Verlag, Heidelberg
Bobzin K, Öte M, Linke TF, Schulz C, Hopmann C, Wunderle J (2014) Integration of Electrical

Functionality by Transplantation of Cold Sprayed Electrical Conductive Cu Tracks via
Injection Moulding. In: International Thermal Spray Conference 2014, Barcelona, 2014. DVS-
Berichte, vol 302

140 C. Hopmann et al.



Brosig E (1996) Chemisch-Kupfer sorgt für eine schützende Haut. EMV-Schutz:
Kunststoffgehäuse selektiv metallisieren. Industrieanzeiger 43:44–46

Chanda M, Roy K (2007) Plastics Technology Handbook. CRC Press, Taylor & Francis Group,
Boca Raton

Doe J (2012) Erfolgreiche Fakuma für KraussMaffei, Netstal und KrausMaffei Berstorff. München
Drummer D, Dörfler R (2007) Mechatronik mit Kunststoffen–Herausforderungen auf dem Weg

vom Werkstoff zur Baugruppe. Paper presented at the Spritzgießen 2007, Düsseldorf
Flepp A (2012) Wirschaftlicher als Metall. Kunststoffe 102 (8):73–75
Grob W, Müller K, Habiger E (2003) EMC Kompendium 2003. publish-industry, München
Hopmann C, Neuß A, Wunderle J (2011) Hybrid multi-component injection moulding for electro-

and electronic applications. Paper presented at the Proceedings of the 27th World Congress of
the Polymer Processing Society, Marrakesh, Marokko

Hopmann C, Neuß A, Wunderle J (2012) Integrierte Fertigung von E&E-Bauteilen durch hybrides
Mehrkomponenten-Spritzgießen. In: Umdruck zur VDI-Jahrestagung Spritzgießen Baden-
Baden, 2012

Hopmann C, Neuß A, Wunderle J (2013) Fertigung von komplexen Elektronikkomponenten durch
Integriertes Metall/Kunststoff-Spritzgießen (IMKS). Paper presented at the VDI-Fachtagung
Polytronics, Frankfurt am Main

Kanani N (2009) Galvanotechnik: Grundlagen: Verfahren und Praxis einer Schlüsseltechnologie.
Carl Hanser Verlag, München, Wien

Michaeli W, Grönlund O, Neuss A, Wunderle J, Gründler M (2010) New Process for Plastic Metal
Hybrids. Kunststoffe International 9 (2):102–105

Michaeli W, Johannaber F (2004) Handbuch Spritzgießen. Carl Hanser Verlag, München, Wien
Michaeli W, Lettowsky C (2005) Mehrkomponentenspritzgießen. Verfahren und Möglichkeiten.

In: Umdruck zur VDI-Fachtagung Spritzgießen, Baden-Baden, 2005
Pfeiffer B Elektrisch leitfähige Kunststoffe. In: OTTI Technik-Kolleg, Regensburg, 2005
Pflug G (2005) Kunststoffgehäuse abschirmen. Kunststoffe 95 (2):22–27
Tucker RC (2013) Thermal Spray Technology, vol 5A. ASM Handbook. ASM International,

Materials Park

10 IMKS and IMMS—Two Integrated Methods … 141



Part V
Self-Optimising Production Systems

Christopher M. Schlick, Fritz Klocke, Barbara Deml, Dirk Abel,
Christian Hopmann, Thomas Auerbach, Jennifer Bützler, Marco Faber,
Stefan Graichen, Gunnar Keitzel, Sinem Kuz, Matthias Reiter,
Axel Reßmann, Thorsten Stein, Sebastian Stemmler, Drazen Veselovac

Today many production systems are highly automated, enabling premium quality
and cost-effective high-volume manufacturing. Innovative automation technologies
also make it possible to manufacture products in reliable non-stop operation,
thereby greatly improving productivity in high-wage countries. However, increas-
ing global competition and the resulting cost pressure require a more flexible
adaptation of highly automated production systems to market conditions in order to
meet the demand for variety and short product life cycles. Wiendahl et al. (2007)
describes this phenomenon as the replacement of the era of mass production by the
era of market niches. As a result, the product range increases due to multiple
variants of the same product and a growth of the different types of products. In
order to stay ahead of the competition in this turbulent environment, it is crucial for
companies in high-wage countries to anticipate customer-specific wishes for an
individual adaption of high-quality products and to react extremely flexibly.
Against this background, ultra-flexible forms of production systems are required to
continuously adapt to changing product structures and the corresponding produc-
tion processes (Brecher 2012). These requirements are extremely difficult to meet
with present automation technology as the necessary ultra-flexibility of function and
behaviour cannot be achieved with conventional programmable subsystems (sensu
Brecher 2012). Demand is therefore high for new concepts of automated planning,
programming and control.

One approach to achieve a whole new level of flexibility is to design self-
optimizing production systems that are capable of taking goal-oriented and task-
focused action. Based on an active sensing and monitoring of the environment,
these systems possess the ability to adjust their structure, function and behaviour as



well as their internal goals autonomously according to perceived changes of the
situation and the predicted consequences (Adelt et al. 2009). The internal goals
usually represent high-level goals such as desired quality, lead time, throughput and
utilization, whilst the task structure defines the goal-driven recursive decomposition
of the major manufacturing task into subtasks. These self-optimising systems can
range from single machines and manufacturing cells up to the factory level resulting
in a cascade control scheme that can be modelled by a self-similar architecture.

Self-optimisation on cell level is described in the first paper “A symbolic
approach to self-optimisation in production system analysis and control”. This
paper presents a cognitive control unit for an ultra-flexible robotic assembly cell.
The cognitive control unit simulates human knowledge-based behaviour and is
suitable for assembling products consisting of cubic parts of arbitrary structure
under arbitrary part supply. As the skilled human operator is an integral part of this
assembly cell, the working conditions in the human–robot cooperation are
improved by using a graph-based planner which is able to reduce occupational
safety risks and avoid dangerous work procedures. This human-oriented approach
of self-optimisation is presented and embedded in a hierarchical architecture for
self-optimising production systems.

The presented architecture can also be used to describe self-optimisation on a
lower level. Here, one challenge is to master processes which lack deterministic
control functions. The second paper entitled “Approaches of self-optimizing sys-
tems in manufacturing” describes two approaches of self-optimisation on machine
level. The first approach demonstrates the autonomous generation of technology
models as process knowledge is a key factor of production and is an integral part of
a self-optimising system. First, the general self-optimisation approach for metal
cutting processes as well as the process independent modelling methodology is
presented. An innovative approach for milling processes is then introduced which
includes the new concept for the autonomous generation of process knowledge. The
second approach presented in this paper describes model-based self-optimised
injection moulding that enables the compensation of process fluctuations in order to
guarantee a constant part quality.

It is very unlikely that self-optimising technical systems will reach the flexibility
and the knowledge, skills and abilities of a human being in the near future, so
human work has to be regarded as an essential part of the production process. For
example, highly developed sensorimotor skills are needed for bimanual handling
and assembly of limp parts which are extremely difficult to automate. In order to
enable an ergonomic cooperation between human and machine in manufacturing
environments, the individual capabilities and limitations have to be considered. The
third paper “Adaptive workplace design on the basis of biomechanical stress
curves” describes an approach to perform physiological stress-oriented self-opti-
misation processes. By using motion capturing data of manual assembly tasks and a
biomechanical body model, a functional description of stress was derived in terms
of body-part-oriented stress curves for the upper extremities that enable an evalu-
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ation of the movements and handling positions. This stress-related assistant system
can be used for adaptive automation to provide employee-specific support, e.g. in
the supply of components. As a result, work systems will be enabled to optimise
and adapt themselves to the individual abilities of the employees.
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Chapter 11
A Symbolic Approach to Self-optimisation
in Production System Analysis
and Control

Christopher M. Schlick, Marco Faber, Sinem Kuz
and Jennifer Bützler

11.1 Introduction

With steadily increasing customer requirements on quality of both products and
processes, companies are faced with increasing organisational and technical chal-
lenges. The market is characterised by individualised customer wishes which result
in individual adaptations of the products. In order to manage this rapidly growing
variety of products, the production system has to become much more flexible with
respect to the product structure to be manufactured and the corresponding pro-
duction and assembly processes. Especially in the field of assembly systems the
increasing variety of products adds new complexities to the planning process and
increases the costs, because (re-)planning efforts tend to grow exponentially to the
number of variants.

One approach to overcome these limitations is to design production systems that
are able to autonomously adjust to market needs. If the automatic control systems of
machines, robots and technical processes could flexibly adjust themselves to the
environmental conditions and autonomously find solutions through a goal-oriented
forward and backward chaining of production rules, the efforts of developing the
control programmes would be reduced significantly. This would cut down the non-
value-adding activities, thereby yielding a higher productivity for the company.
Following the seminal work of Adelt et al. (2009) we speak of self-optimisation.

Besides flexibility, companies also have to integrate the working person into the
production process. The human operator will always be involved either by directly
taking over assembly tasks (e.g. for limp components) or by supervising the
assembly process. Furthermore, unique human skills such as sensorimotor coor-
dination and creative problem solving cannot be automated. To establish a safe,
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effective and efficient integration of the working person into the production process,
ergonomic aspects have to be considered. New technologies such as lightweight
robots or electro-optical sensors open up new possibilities in the area of ergonomic
human-robot cooperation. For the first time, it is now possible to abolish the strict
separation between the work areas of the human and the robot (e.g. Bascetta et al.
2011; Fryman and Matthias 2012; Matthias et al. 2011). Light detection and
ranging sensors in particular enable the robot to recognise the human early enough
to adjust or even stop its movement. The action forces of lightweight robots are also
considerably lower than those of conventional industry robots, minimising the risk
of injury and ensuring the safety of the cooperating working person.

In this regard a cognitive control unit has been developed that can cognitively
control a robotic assembly cell. It is embedded into a general architecture for self-
optimising production systems.

11.2 Cognitive Automation

In order to cope with the cited challenges for assembly systems a novel approach to
cognitive automation was developed (Mayer 2012; Faber et al. 2013). To support the
human operator effectively and efficiently, he/she has to be able to understand the
system’s functions and behaviour. A simplified compatible representation of the
mental model of the operator on assembly processes in a dynamic production envi-
ronment based on production rules has therefore been developed and integrated into
the knowledge base of the cognitively automated system. By explicitly considering
ergonomic criteria (e.g. feasibility, occupational risks, freedom of impairment, pro-
motion of personality development (Luczak and Volpert 1987) the system is also
capable of improving the working conditions for the human operator interacting, for
instance, with the robot or supervising its functions. Figure 11.1 depicts the archi-
tecture of the cognitively automated system. The central element is the Cognitive
Control Unit (CCU) which is based on the three layer architecture for robotic
applications consisting of a planning, a coordination and a reactive layer according to
Russel and Norvig (2003). The architecture has been extended with a presentation
layer for ergonomic human-machine interaction and a technical layer that includes the
sensors, automatic control algorithms and actuators (Hauk et al. 2008).

11.2.1 Cognitive Automation of Assembly Tasks

The cognitive automation functions for self-optimising assembly processes are
realised in the planning layer, the central element of the CCU. This layer is
responsible for planning and optimising the assembly sequence and for deriving
high-level action commands according to the generated assembly steps. In contrast,
the reactive layer is responsible for the direct communication with the actuators and
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sensors. The coordination layer in between translates between the planning and
reactive layer. A detailed description of all three layers can be found, for example,
in Hauk et al. (2008), Mayer et al. (2012) and Faber et al. (2013). The following
section will focus on the planning layer. To evaluate the functions of the CCU a
cognitively automated assembly cell has been developed (Brecher et al. 2012).
A six axes articulated robot (KUKA KR30 Jet) is used with a three finger gripper
with haptic sensors (SCHUNK SDH2) to handle parts and components. The work
area of the assembly cell is divided into three sub-areas: Parts and components are
fed into the system through a circular conveyor belt. In addition, two sub-areas are
used to assemble the final product and to buffer parts and components that cannot
be assembled directly. The parts and components on the conveyor belt do not have
to be in a predefined sequence. The sequence can be completely random and may
also include parts that are not needed for the current product being assembled.

The final product is specified by the human operator through the human-machine
interface in the presentation layer and represents the goal state of the cognitive
controller. The goal state contains only the geometric information about the final
product including the type, position and orientation of the individual components in
terms of CAD data. This data is forwarded in combination with the planning
knowledge to the cognitive controller. Based on the goal state and the current
system state that is propagated by the coordination layer, the cognitive processor is
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able to derive the assembly sequence autonomously. The optimal next assembly
step is transferred as a high-level command to the coordination layer where it is
translated to machine commands for the articulated robot used.

The decision-making process of the cognitive processor is based on the cognitive
architecture Soar (Laird 2012), a symbolic computational system that is able to
simulate the human cognition. The knowledge that is necessary for planning the
assembly steps is solely specified in terms of if-then production rules (Faber et al.
2014). The CCU is able to adjust flexibly to changes in the part sequence, because
there is no need to (re-)estimate parameters as there is with other methods such as
dynamic Bayesian networks. The planning knowledge includes procedural
knowledge of experienced operators and is therefore represented in a way that
makes the assembly process more transparent and conforms to the expectations of
the human operator supervising the system (Mayer and Schlick 2012; Faber et al.
2014). In addition, it is designed as generically as possible so that it can handle
changes in the product structure as well.

To keep the complexity of the production rules and the planning process within
the cognitive processor low, the processor has a very limited planning depth. In
fact, it is only able to plan one assembly step in advance. However, this is not
enough to deal with complex planning criteria that need to take information about
the whole assembly sequence into account in order to ensure that safety-critical
situations do not occur in the sequence. This is essential for ergonomic working
conditions, because the safety of the human operator has to be ensured at all times
during the production process. To satisfy this requirement the cognitive processor
was extended by a graph-based planner. This planner is described in detail in the
next section. In this way, the ergonomic risk can be minimised and, if some risk is
unavoidable, reduced to an acceptable level. In this case a warning message could
be given to the human operator at specific points in time to alert him/her to the types
and sources of risks.

11.2.2 Adaptive Planning for Human-Robot Interaction

As mentioned in the previous section, the originally developed cognitive processor
is purely reactive and is not able to consider complex optimisation criteria in the
planning process. Extending its planning process to a higher planning depth (or
even to a full planning process considering the complete assembly sequence) would
inevitably result in a much more complex planning procedure. An exponentially
growing number of achievable goal states have to be simulated and compared
against each other in order to find the optimal alternative. To make the cognitive
processor more efficient it has been extended by a graph-based planner (Faber et al.
2014) whose operation mode follows a hybrid planning approach including an
offline and an online phase (Ewert et al. 2012). It interacts with the cognitive
processor and provides additional information about the future assembly sequence
for the decision phase of the cognitive processor.

150 C.M. Schlick et al.



In preparation of the assembly process, the structure of the product is transferred
into a directed state graph including all valid assembly sequences. In particular,
each state represents an achievable intermediate goal state in the assembly process.
The intermediate states are identified by recursively decomposing the final product
according to the “assembly by disassembly” strategy (see e.g. Thomas and Wahl
2001). Consequently, each edge of the resulting graph can be considered as a
feasible assembly step which modifies the intermediate product state by adding
exactly one part or component. The generation of the assembly graph can be done
offline because, despite changes in the product structure, the same dependencies can
be used in every cycle without losing the flexibility of the cognitive processor to
react to changes in the assembly environment. Figure 11.2 shows an exemplary
assembly graph of a simple product consisting of five cubic parts.

In order to be able to compare the alternatives for the next assembly step, each
edge is weighted with a set of costs indicating how “costly” it is to perform the
corresponding assembly step. In its simplest form, each feasible assembly step
induces costs cb representing the basic effort of the assembly action. In addition,
rule-based planning knowledge can be formulated and applied to consider addi-
tional optimisation criteria. These rules can be activated individually and refer to the
state transitions of the assembly graph. If the condition of a rule is satisfied, its costs
are added to cb yielding a set of costs per edge depending on the activated planning
criteria. Figure 11.2 demonstrates a simple scenario where a two finger gripper is
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Fig. 11.2 Exemplary state graph of a simple product consisting of cubic parts. The dotted edges
indicate assembly steps that have to be carried out by the human operator due to the technical
restrictions of a two finger gripper (Faber et al. 2014)
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used by an articulated robot to assemble the product. As the gripper requires two
freely accessible parallel sides, the gripper cannot handle all components. At some
points in the assembly process the human operator has to take over assembly tasks
to assemble the final product (indicated with costs cH). However, as one of the main
objectives of the CCU is to assemble the product as autonomously as possible and
to let the human operator take over an assembly task only if necessary, the number
and sequence of manual interventions should be optimised. These manual inter-
ventions should be chosen in a way that the operator can effectively and safely use
and develop his/her skills in the assembly process and has a complete work process.
As can be seen in the graph, the interventions by the operator cannot be avoided
completely, but can be optimised by selecting an assembly sequence in advance that
leads to low physiological costs due to few and grouped interventions. Therefore,
the right decision already has to be made on the second level of the presented graph,
at which the cognitive processor itself does not have enough information in order to
reliably choose the optimal path.

To be able to provide sufficient information to the cognitive processor, the
graph-based planner has to evaluate the costs of the remaining assembly sequence
in each assembly cycle starting at the current system state. Therefore a modified
version of the algorithm A*Prune (Liu and Ramakrishnan 2001) is applied to the
graph. The modifications refer to the modality of comparing two alternative
assembly sequences in order to adjust the algorithm to the given application sce-
nario (Faber et al. 2014). Once a set of k potential assembly steps fitting best to the
current system state is found, this set is transferred to the cognitive processor. The
processor is then able to make its decision based on its own information as well as
external information. If conflicts arise between goals due to the wider planning
horizon, the information of the graph-based planner is always weighted higher than
that of the cognitive processor.

11.3 Embedding the Cognitive Control Unit
into an Architecture for Self-optimising Production
Systems

A promising approach to design more flexible production systems is to take
architectures of self-optimising systems into account (Adelt et al. 2009). These
kinds of systems are sensitive to environmental changes and can therefore make
goal-oriented decisions or adjust their internal goal system. Figure 11.3 depicts a
self-developed architecture of a cognitively automated self-optimising production
system. The model is based on the cascading quality control circuits after Schmitt
et al. (2012) and differentiates the levels segment, cell, machine and process. Each
layer follows its own decision cycle according to its own cognitive controller. Every
subordinated layer can be considered as a cognitively controlled system of the next
higher level. The resulting cascade control leads to a self-similar structure of the

152 C.M. Schlick et al.



overall architecture that is comparable to hierarchically controlled software systems
(e.g. Litoiu et al. 2005).

The bottom level of the architecture represents the sub-symbolic information
processing of the automatic control systems. In the next higher levels, the adap-
tation process is based on symbolic “cognitive controllers”. Their decision-making
process is based on the current system state in conjunction with the pursued goal. In
particular, they generate and update a model of the controlled process in con-
junction with the environment within the model builder. This model contains the
execution conditions of the production process as well as the information of the
interacting subsystems in the appropriate granularity. Based on the generated
model, the optimiser and decision unit are able to make context-sensitive decisions.
At the machine level, for instance, functionalities of a model-based self-optimisa-
tion (Schmidt et al. 2012) are realised whereas the cell level aggregates several
machines to higher level production units following coordinated actions. Finally,
the segment can be considered as a macro structure combining several cells for the
overall production process. The level of abstraction correspondingly increases from
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process level to segment level. The type of information that is processed also
changes. The automatic control is based on continuous spatiotemporal signals
whereas the controllers at machine, cell and segment levels use a symbolic repre-
sentation of the state information.

At each of the higher levels, a human operator interacts with the cognitive
controller (Mayer 2012). This can be a physical interaction, such as at machine
level, but are more usually supervisory control tasks processed in order to monitor
the system behaviour. The system therefore requires ergonomic human-machine
interfaces to display information, enable the operator to recognise the current state
of the system, to understand its functional state and behaviour and to be able to
intervene if necessary.

The optimisation criteria of the production system are determined by both
external and internal objectives. External objectives, such as constraints regarding
the lead time or costs, are processed at each level and propagated to the next lower
system. Each subsystem on the individual levels generates additionally its own
internal objectives. At the machine level, this could be constraints regarding wear
and tear or energy consumption whereas at higher levels the objectives could relate
to, for instance, throughput and utilisation. On account of the self-optimising
functions, the systems are able to adjust their internal objectives to adapt to envi-
ronmental changes in the production process (Schmitt et al. 2012). As long as the
internal objectives do not contradict the external objectives or objectives generated
by higher order systems, they can be adjusted and altered by the corresponding
cognitive controllers. In this way, systems can generate additional constraints for
their subordinated systems.

The cognitively automated robotic cell, and in particular the CCU presented
above, can be embedded into this architecture. Obviously, the machine elements
such as the robot and the conveyor belt are located at the machine level. With the
self-developed cognitive controller, the robot is capable of managing the pick and
place process of individual parts and components in line with its own internal
objectives. As the CCU focuses on automating the whole assembly cell, it is located
at the cell level. The interacting subsystems of the cognitive controller are
accordingly the assembly robot, the conveyor belt and the work areas. The main
external objective is the assembly of the final product with respect to the given
constraints (e.g. the part supply). To achieve this goal, a predictive model is used
that contains the description of the final product in terms of CAD data and the
knowledge about assembling the product. The knowledge comprises the production
rules of the cognitive processor and the planning rules of the graph-based planner
and forms the basis for the joint decision-making process.

The predictive model of the interacting subsystems is built by the model builder.
The knowledge base required for the assembly process is formulated manually by
production experts. This task has to be done with care as the knowledge affects not
only the assembly process itself but also safety aspects of the human-robot inter-
action. Introducing erroneous production rules can lead to wrong decisions and
non-acceptable risks for the human operator. In addition to the knowledge base, the
internal representation of the final product is generated in the model builder for
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planning purposes. This representation also includes the automatically extracted
neighbourhood relationships of the individual parts and components. Within the
model builder it is also possible to generate new intermediate goals in order to
divide the current task into smaller subtasks. Such subtasks could include managing
the buffer area or removing erroneous components that have been misplaced (e.g.
due to erroneous sensor readings).

Finally, the fusion of the data takes place in the optimiser and decision unit. In
the optimiser the machine states are evaluated, including the available components.
Based on the environmental model of the cognitive controller, the preferences in the
material flow are set and alternatives in the action sequence are compared by the
graph-based planner. The main goal of the optimiser is to reduce the solution space
for the decision cycle of the cognitive software architecture Soar by providing
action-oriented planning information. The decision for one of the possible actions is
made in consideration of the preferences that have been set and the internal and
external objectives of the subsystems involved.

11.4 System Validation

The function of the planning layer of the presented architecture has been validated
by means of a simulation study. This study validated both the correctness of the
generated assembly sequences and the support of human-robot interaction. Based
on the developed architecture, the following hypotheses were formulated:

• The assembly process should be as autonomous as possible, so that the number
of manual interventions within the human-robot cooperation is reduced to a
minimum. Additionally, the type of manual tasks should let the human operator
focus on his/her unique sensorimotor skills.

• To achieve a complete work process for the human operator, the manual work
steps should be placed within the shortest possible time interval. The working
person then has more flexibility in designing and organising his/her remaining
work (supervisory control, quality control, etc.).

• If the product consists of several assembly groups, there should be as few
changes between those groups during the assembly process as possible. This
maximises the transparency of the assembly process and makes it easier to
intervene if errors occur.

In a first simulation study, simple products consisting of single-type cubic parts
were assembled (Faber et al. 2014). Both size and structure of the product were
varied to yield assembly graphs of different complexity with respect to the average
node degree. Products of type 1 consist of a single layer of parts whereas in
products of type 5 all parts are mounted one above the other (“tower”). The
structures in between describe intermediate complexities of the assembly graph.
The part supply through the conveyor belt was completely randomized and inclu-
ded components that were not needed for the current product. The number of parts
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that are concurrently fed into the system was also varied systematically. For each
combination of the aforementioned independent variables, the assembly was sim-
ulated by the CCU with the graph-based planner either activated or deactivated. The
cognitive planning of the assembly process had to be done under the following
constraints: (1) New parts were only allowed to be assembled in the direct neigh-
bourhood to existing parts in order to increase the transparency of the system
behaviour (Mayer 2012). (2) The two finger gripper used needs two freely acces-
sible parallel sides. Otherwise, this part has to be assembled manually by the human
operator. Dependent variables for all simulation runs were the generated assembly
sequence and the resulting number of manual interventions by the human operator.

Figure 11.4 shows the average number of assembly steps that have to be carried
out by the human operator on the left side. Products of type 5 (“tower”) are not
considered here as they do not require human intervention. As shown in Fig. 11.4
(left) the manual interventions can be reduced for all product sizes. For products
consisting of 12 parts this reduction is also significant p\0:01ð Þ according to a
t-test with level of significance a ¼ 0:05. The distribution of the manual assembly
steps in the assembly sequence could also be improved. On the right-hand side,
Fig. 11.4 exemplarily shows the results for products of type 2. In this case, the
interventions could be moved to a later point in time for product sizes larger or
equal to 12 parts and almost fixed to a single point in time for products consisting of
8 or 16 parts.

To evaluate the third hypothesis and to transfer the approach to a real product, a
second simulation study was carried out (Schlick et al. 2014). In this second study,
a model of a Stromberg carburetor consisting of three independent assembly groups
was assembled. A new planning rule was introduced in the graph-based planner
prohibiting a new assembly group from being started while other assembly groups
were still not finished. The simulation study covered three scenarios: (1) planning
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without the graph-based planner, (2) planning with the graph-based planner,
whereby it was allowed to ignore the cited planning rule and (3) planning with the
graph-based planner, whereby the rule had to be obeyed. The part supply was again
completely randomised. The number of supplied parts was varied systematically
between 1 and 24. In all cases, the central part, on which the other parts are
assembled, was supplied first.

The simulation results show that the new planning rule has an impact on the
number of changes between the assembly groups (Fig. 11.5). Using the CCU with
deactivated graph-based planner (scenario 1) yields an average number of changes
of 9.78 (SD ¼ 0:65). In scenario 2 the graph-based planner is activated and con-
sequently the assembly of an assembly group should preferably be finished before
starting a new one (but this is not obligatory). This effect can be reproduced by the
simulation. It was possible to significantly reduce the number of changes between
the assembly groups according to the Wilcoxon signed-rank test at a level of
significance of a ¼ 0:05 ðmean ¼ 8:86; SD ¼ 0:53; p\ 0:001Þ. In contrast to
scenario 2, the third scenario requires one assembly group to be finished before
starting a new one. In this case, it was always possible to reach the minimum
number of three changes. In summary, the simulation study shows that using the
graph-based planner significantly reduces the number of changes between the
assembly groups and thereby improves the transparency of the system behaviour for
the human operator.

However, the scenarios require different efforts for managing the component
flow, because supplied components that are not allowed to be assembled directly
have to be stored in a buffer. Consequently, more motion cycles (pick and place) are
required yielding a higher assembly time for the product. In scenario 2 there was
only an average increase of the pick and place operations of 0.84 % compared to
scenario 1, whereas in scenario 3 the increase was 63.66 %. The reason behind this
significant increase is the fixed rule of prohibiting alternating between assembly
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groups. So both scenarios have to be traded off against each other with respect to
the improvement of working conditions on the one hand and the additional efforts
required on the other.

11.5 Summary and Outlook

The increasing changeover to customised production imposes new requirements on
companies, which want to remain competitive on the market. They have to redesign
their production systems to be flexible enough to produce a huge variety of products
in product space under changing conditions of the manufacturing environment. One
approach to cope with this kind of complexity is to design self-optimising pro-
duction systems according to a hierarchical system model. Each level can be
considered as a self-optimising system in itself that controls the interacting sub-
systems. The cognitive controller on each level adjusts its predictive model
accordingly and makes goal-oriented decisions on the basis of an optimiser and a
decision unit.

The architecture was successfully validated by developing a cognitive control
unit (CCU) for a robotic assembly cell. The CCU is able to cope with a large
number of product variants, changes in the product structure and variability in the
part supply. Its cognitive processor is based on the cognitive software architecture
Soar. In order to be able to consider complex planning criteria such as ergonomic
aspects, the cognitive processor is enhanced by a graph-based planner. It works on a
dynamic state graph that contains all valid assembly sequences and whose edges are
weighted according to the planning knowledge. Two simulation studies have shown
that the CCU could successfully assemble products under completely randomised
part supply and at the same time significantly improve the working conditions for
the human operator. In future, the planning knowledge has to be enriched with
further ergonomic knowledge in order to further improve human posture, move-
ments and action forces in direct human-robot interaction.

The presented architecture could also be successfully applied to a sub-symbolic
level of self-adaptive milling processes based on an adaptive model predictive
control algorithm. First approaches concerning the prediction of parameters such as
the dead time and the system matrix have produced promising results for future
research.
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Chapter 12
Approaches of Self-optimising Systems
in Manufacturing

Fritz Klocke, Dirk Abel, Christian Hopmann, Thomas Auerbach,
Gunnar Keitzel, Matthias Reiter, Axel Reßmann, Sebastian Stemmler
and Drazen Veselovac

Abstract Within the Cluster of Excellence “Integrative Production Technology for
High-Wage Countries” one major focus is the research and development of self-
optimising systems for manufacturing processes. Self-optimising systems with their
ability to analyse data, to model processes and to take decisions offer an approach to
master processes without explicit control functions. After a brief introduction, two
approaches of self-optimising strategies are presented. The first example demon-
strates the autonomous generation of technology models for a milling operation.
Process knowledge is a key factor in manufacturing and is also an integral part of
the self-optimisation approach. In this context, process knowledge in a machine
readable format is required in order to provide the self-optimising manufacturing
systems a basis for decision making and optimisation strategies. The second
example shows a model based self-optimised injection moulding manufacturing
system. To compensate process fluctuations and guarantee a constant part quality
the manufactured products, the self-optimising approach uses a model, which
describes the pvT-behaviour and controls the injection process by a determination
of the process optimised trajectory of temperature and pressure in the mould.
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12.1 Self-optimising Systems in Manufacturing

The industrial production is caught between uncertainties and relative lacksof
precision (upper part of Fig. 12.1). Higher diversity of variants, smaller batch sizes,
higher quality standards and increasing material diversities are conflicting priorities
in the industrial production that have to be concerned in the future. The lower part
of Fig. 12.1 illustrates the vision of process optimisation using sensor and control
technologies to reduce variations in quality in contrast to conventional production
without optimisation strategies. Self-optimising systems are high level control
structures with abilities to analyse data, to model manufacturing processes and to
make decisions where deterministic control functions do not exist.

A general overview on self-optimisation including a precise definition is given
by Adelt et al. (2009). Approaches to integrate self-optimisation into technical
processes and systems are manifold. Klaffert (2007) presents a self-optimising
motor spindle that adjust its dynamic properties according to the respective
machining situation autonomously. Kahl (2013) transferred the self-optimisation
idea to the design process of mechatronic systems in order to improve the man-
ageability of the complete development process.

To achieve the visionary scenario of production, research activities within the
Cluster of Excellence focus on the development of self-optimising manufacturing
systems. Therefore, a generic framework has been defined in the first development
phase, compare Thombansen et al. (2012). In Fig. 12.2 the basic structure of the
model-based self-optimisation approach and its modules are shown. The approach
is structured in two parts: The “Model-based optimisation system (MO-System)”
and the “Information processing Sensor and Actuator system (ISA-System)”.

Real-time process adaption by sensor  technology and control
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Fig. 12.1 Industrial production caught between uncertainties and relative lacks of precision—
Klocke (2014)
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The MO-System is the upper layer of the self-optimisation and implies the
determination of optimal operating points and the self-optimisation strategies. The
input parameters of the MO-system are the production plants external objectives; the
output parameters of the MO-system are internal objectives and optimised control
parameters for the ISA-system. The ISA-system is a real-time control loop with
intelligent data analysis, sensors and actuators. The most challenging tasks for an
implementation of the self-optimisation systems are on the one hand the identification
of appropriate model-based optimisation strategies and on the other hand the pro-
vision of required data from the process provided by the used sensors. Most of the
nowadays used sensor systems are not able to fulfil these requirements, as the data
they provide are not directly usable as an input parameter for the above described
system. Consequently, new sensor and monitoring systems have to be developed for
the acquisition of real process data. Further challenges for establishing self-optimi-
sation systems in production focuses also on social-technical aspects. It has to be
addressed, how humans are able to interact with the self-optimising systems and how
transparency at any state of the process can be ensured. In the following two chapters
implementation examples are shown. The first example demonstrates the autono-
mous generation of technology models and the generation of technology knowledge,
which is the core requirement of self-optimising systems. In the second example an
established model of the pvT-behaviour in injection moulding is used to calculate the
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Fig. 12.2 The model based self-optimisation system—Thombansen et al. (2012)
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optimised pvT-trajectory of the holding-pressure phase. This empowers the system to
react to environmental disturbances as temperature fluctuations and ensure constant
qualities of the moulded parts.

12.2 Autonomous Generation of Technological Models

Self-optimisation requires a resilient knowledge basis in order to realise the objective-
oriented evaluation and controlled adaptation of system behaviour. Transferred to
manufacturing processes, this knowledge basis should include an appropriate
description of the relevant cause-effect relationships as these represent the response
behaviour of themanufacturing process.According toKlocke et al. (2012), cause-effect
relationships can be modelled in four different ways: physical, physical-empirical,
empirical and heuristic. The first two assume that relations can be completely or partly
described by natural or physical laws. In case of physical-empirical models missing
information is provided by measurements or observations of the analysed manufac-
turing process. This procedure is applicable if all physical relations are unknown. In this
case, the cause-effect relationships can be modelled on the basis of empirical data. In
contrast to that, heuristic models are derived from expert knowledge.

Since process models are an important prerequisite for the self-optimisation
system, effective procedures for the identification of useable process models have to
be developed. In this context, an innovative approach has been developed for the
manufacturing process milling within the Cluster of Excellence. This development
enables a standard machine tool to determine physical-empirical or empirical
models for a given parameter space autonomously. This implemented system is
illustrated in Fig. 12.3.
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Figure 12.3 shows the connection of an external information technology system
(IT-system) to the machine tool. The IT-system fulfils two main functions. On the
one hand, it operates as superior control system in order to realize the aspired sys-
tem autonomy. On the other hand, the IT-system ensures the communication to the
operator. Based on these two main functions, the following system modules have
been designed and developed:

• An interactive human machine interface,
• a planning and organization procedure milling tests,
• an automated execution of milling tests and
• the automated modelling and evaluation of the conducted trials.

These system modules are described below.

12.2.1 Interactive Human Machine Interface

The communication to the operator is an important aspect. On the one hand, the
autonomous system requires information of the used machine tool, the work piece,
the cutting tool and the modelling task for its own configuration and documentation.
Meta information on the test conditions are directly linked to the test results in order
to enable a reuse of the obtained data and information. On the other hand, relevant
system actions and the obtained test results need to be reported to the operator.
Thus, a sufficient system transparency can be ensured, which ensures the accep-
tance of the autonomous system by the operator.

An interactive configuration wizard is developed for the first communication
part. Interactive means in this context, that the input is checked for plausibility and
the operator is alerted in case of incorrect entries. The technological limits of the
machine tool and cutting tool are compared to the value ranges of the investigated
parameters. Thus, it is not possible to define for example a cutting speed that will
exceed the maximum spindle speed. Another example for the plausibility check is
the comparison of entry data with technologically sensible limits. This supports the
documentation process by identifying possible input errors such as a helix angle
larger than 90°.

The second communication part is realised via a display window on an installed
screen at the machine tool. This display is updated continuously while the auton-
omous system is running. It shows the planned test program, current actions like
data transmission, test execution or model coefficient determination, as well as
status messages such as “monitoring is active” or “disturbances occur”. The
illustrated information assists the operator to understand the behaviour and the
decisions of the autonomous system.
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12.2.2 Planning and Organisation of Milling Tests

As a first step, the planning and organisation module is responsible for the automated
definition of test points. Test points are a suitable combination of feeds and speeds for
a given test material. For this purpose, design-of-experiments methods are integrated
into the autonomous system. Based on these methods the system determines
appropriate parameter constellations which are investigated in milling tests.

When all test points are defined, the milling tests need to be distributed over the
given work piece. This organisational step is required in order to define the starting
positions of the tool during the automated testing phase. Figure 12.4 shows the
approach to solve this distribution task.

Each milling test can be described as a rectangle with a certain width and height
corresponding to the geometrical dimensions of the cut. Similarly, the lateral area of
the work piece can be described by rectangular shapes. Based on this the so-called
bin packing algorithms can be used to distribute the rectangles over a work piece,
Dyckhoff (1990). On the upper right side of Fig. 12.4 an exemplary distribution
result is illustrated. It shows a bin packing algorithm applied to rectangles which are
pre-sorted according to their heights. Each of the rectangles and therewith the
position of each milling test is thus clearly defined.

Before the planning and organisation phase can be completed the distribution
result must be transferred to a machinable sequence of cuts which can be performed
automatically. This includes not only the milling tests but also cuts which are
needed to remove material and to clean the work piece. Cleaning cuts are necessary
in order to avoid collision and to ensure accessibility to the next test cut. The
determination of the whole cutting sequence is achieved by digitising the rectangles
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distribution. For that purpose, binary matrices with a defined grid size are used. The
result of this process is also presented in Fig. 12.4.

12.2.3 Automated Execution of Milling Tests

The automation sequence uses a conventional line milling strategy for the execution
of the milling trials. Because of this simple process kinematic the milling tests can
be easily standardised and adapted to different cutting conditions. Furthermore, the
starting and endpoint are clearly defined. This leads to a tool path, which can be
easily implemented in a parameterised NC program.

Based on the standardised test procedure an automation sequence has been
developed, which contains all steps such as the execution of milling operations, data
acquisition as well as data analysis and processing. After each milling test the
process relevant characteristic values are available and stored in a data base.

A further step focused on the implementation of an appropriate communication
interface between the machine tool and the external IT-system. Via the commu-
nication interface several actions are realised. These are:

• Triggering: For a controlled process it is necessary to synchronise actions
between machine tool and external IT-system. Trigger functions are used to
announce that a sub system is ready.

• Data transmission: Values for process relevant parameter such as spindle
speeds, feed velocities and tool centre point position need to be transferred from
the external IT-system to the machine control. Therefore, a 16-bit data trans-
mission has been installed.

• Error messaging: In the event of errors, the sub system needs to inform all
involved systems. This can be another subsystem or the machine tool controller
itself. For this purpose, programmable logic controller (PLC) variables of the
machine tool are used. Each error type is assigned to another PLC variable.

12.2.4 Modelling and Evaluation

After the execution of all machining trials, the autonomous system determines the
empirical model coefficients for an arbitrary number of predefined model functions.
For this purpose, a generic optimisation algorithm is integrated. Based on the
coefficient of determination R2 as target function, the generic algorithm evaluates
iteratively various constellations of model coefficients until the desired model
accuracy is achieved. According to Auerbach et al. (2011) the coefficient of
determination is a suitable error measure to compare different models with each
other. After the determination of the optimised coefficients by a genetic algorithm,
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the best model is selected by the autonomous system. This is presented to the
operator via the visualisation interface.

For the identification of possible model functions, a black-box modelling
approach with a symbolic regression has been applied. Symbolic regression allows
the approximation of a given data set with the help of mathematical expressions.
Thus, it is possible to identify surrogate functions which represent the cause-effect
relationships of the investigated machining process. The suitability of the model
function with regard to the technological correctness and its complexity has to be
evaluated by the technology expert.

12.3 Self-optimised Injection Moulding

In injection moulding the transfer characteristics of the conventional machine
control to the process variables can vary by external influences and changed
boundary conditions (Fig. 12.5). The conventional injection moulding machine
control bases on machine variables. Thus, identical courses of machine variables
lead to different process variables in different production cycles. These additional
disturbances result in a fluctuating part quality. To increase the process reproduc-
ibility the concept of self-optimising injection moulding should compensate
occurring process variations.

Fluctuating ambient temperature or varying material properties are systematic
disturbances and can affect the product quality heavily. This includes the changes in
the heat balance of the injection mould. Fluctuations in the heat balance of the mould
occur for example by a non-identical repetitive process such as after changing
machine parameters. Therefore, an autonomous parameter adaption has to com-
pensate fluctuations, i.e. in the heat balance of the mould. In contrast to the machine
variables process variables provide detailed information about the processes during
the injection and holding pressure phase. The cavity pressure path over time for
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example correlates with various quality variables such as the part weight, the part
precision, the warpage and the shrinkage, the morphology and sink marks.

Due to the presence of disturbances acting on the injection moulding process, an
exclusive control of machine variables does not guarantee an ideal reproducibility
of the process and thus constant part properties. Using the pvT-behaviour as a
model to map process variables to quality variables, the course of cavity pressure
can be adjusted to the actual path of melt temperature. Based on this context, the
concept for the self-optimising injection moulding process is derived.

The pvT-behaviour represents the material based interactions between pressure
and temperature in the mould of a plastic. It depicts the relationship between
pressure, temperature and specific volume and thus allows a description of the link
between the curves of cavity pressure, melt temperature and the resulting part
properties in injection moulding.

The aim of the self-optimising injection moulding process is to ensure a constant
quality of the moulded parts by realising an identical process course in the
pvT-diagram (Fig. 12.6). The first requirement is to always achieve an identical,
specified specific volume when reaching the 1-bar line (D) in every production
cycle. This ensures a constant shrinkage in every cycle. Based on this requirement,
the second requirement is to achieve an isochoric process course (C–D), which is
characterised by the constant realisation of the given specific volume during the
entire pressure phase. Due to the limits of machine the isobaric process control
(B–C) is preceded the isochoric process control. Before, the injection and com-
pression phase (A–B) is conventionally controlled by machine values.

At the Institute of Plastics Processing (IKV) a concept for a self-optimising
injection moulding machine is being developed. The concept of self-optimising at
injection moulding is divided in the MO-System using a model, which is based on
the material behaviour, and ISA-Systems, which includes the determination of the
melt temperature and a cavity pressure controller (Fig. 12.7).

Based on the conventional injection moulding process the cavity pressure is
measured by piezoelectric pressure sensors. The melt temperature is approximated
based on the melt temperature in the screw and the mould temperature using the
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cooling calculation or directly measured by IR-Sensors (Menges et al. 1980). After
determination of the temperature and pressure in the cavity the working point and
the optimised trajectory of the pressure can be calculated based on the material
specific pvT-behaviour. A Model Predictive Controller (MPC) realises the pressure
trajectory autonomously. Using the cavity pressure controller allows to compensate
the pressure variations in the cavity. This reduces the natural process variations.
Furthermore, the adjustment of the cavity pressure trajectory to the measured
temperature in the mould results in the compensation of temperature fluctuations.

To simulate temperature fluctuations the cooling units of the mould are turned
off in an experiment after 15 cycles. The temperature path in the mould and the
weight of the moulded part is observed using the conventional injection moulding
process and the self-optimised concept (Fig. 12.8). Compared to the conventional
processing the weight reduction can massively be reduced by using the self-opti-
mised processing concept.

To realise a pvT-optimised injection moulding process the user-friendly imple-
mentation of a cavity pressure control is fundamental. The cooperation of the Institute
of Plastics Processing (IKV) and the Institute of Automatic Control (IRT) focuses on
the autonomous adaption of the cavity pressure control on boundary conditions to
simplify the configuration of the cavity pressure controller. Therefore, a dynamic
model for a MPC is developed for the injection moulding process (Fig. 12.9).
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The model describes the correlation of the pressure in the screw (Ps) and the
cavity pressure (Pcav). Therefore, the system is modelled with two vessels and a
valve (Hopmann et al. 2013). To adapt the physical motivated model to the time
invariant measurements a time variant parameterisation of the valve is used.

The model is parameterised during an identification cycle. Therefore, a pro-
duction cycle with a constant screw pressure is realised (Fig. 12.10). Convention-
ally the screw pressure is controlled in injection moulding. In the current
configuration a simple PID-controller is used to realise the constant screw pressure.
The difference of the screw pressure to the cavity pressure is measured to detect the
mass flow between the vessels over the time. Based on the acquired data a char-
acteristic map is created.
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Beforehand, the acquired data cannot be calculated and thus an easy parame-
terisation is necessary. The advantages of identification process are varied. A con-
stant screw pressure is feasible and can be incorporated into real-life workflow. The
current concept of the self-optimisation injection moulding should be extended by
cross-cycle optimisations to counteract disturbances such as viscosity fluctuations.
The combination of online control and cross-cycle optimisation is necessary to
compensate the heat household fluctuations after changing machine parameters.
The compensation of the thermal fluctuations can be accomplished by the use of the
previous concept of self-optimising injection moulding machine.

12.4 Summary and Outlook

The examples of implementation demonstrate the step wise development towards
the vision of self-optimised manufacturing systems. The autonomous generation of
technology models highlights the machine-human interaction approach of auto-
mated modelling as the human has a leading and control function in the context of
the optimisation system. As by today automated systems are not able to capture all
boundary conditions, exceptions and environmental impacts, the machine operator
determines the limits and interacts in non-deterministic situations as a decision
maker and handles exceptional situations. The automated modelling system enables
the development of models by providing an integrated environment for experi-
mental planning by design-of-experiments, deterministic processing of experiments
and establishment of machine readable models.

The example of self-optimised injection moulding applies the already known
pvT-model for the optimisation of quality features as the specific volume of the
moulded parts. The implementation of the model towards a self-optimised pro-
duction system describes the step-wise procedure to reach optimisation by physi-
cally describing the process behaviour and subsequent empirical parameter
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identification. The result of the optimisation process is a robust process being
automatically adapted to temperature fluctuation in the environment. Based on the
described work an automated identification process should be possible and further
research is conducted on this.
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Chapter 13
Adaptive Workplace Design Based
on Biomechanical Stress Curves

Stefan Graichen, Thorsten Stein and Barbara Deml

Abstract The use of biomechanical models within the fields of workplace and
working method design facilitates a detailed consideration of individual physio-
logical capabilities and limitations. Based on motion capturing data of selected
manual assembly tasks and the use of a biomechanical body model, body part-
oriented stress curves for the upper extremities have been derived. This functional
description of physiological stress allows a body part-oriented evaluation of
movements and handling positions in the right grasp area. Furthermore these
relations have been transferred into body part, movement direction and handled
weight dependent linear regression functions. Thereby working system could be
enabled to perform physiological stress-oriented self-optimization processes.
Applied to manual assembly tasks and in accordance with the individual skills of
employees these functions could be the basis for a physiological stress-related
adaptive assistant system. Automation engineering, hence, can provide employee-
specific support, e.g., in the supply of components or advices for adaption of
working method. Working systems thus are able to optimize and adapt themselves
to the individual needs and abilities of the employees.

13.1 Introduction

The competitiveness of production systems in high-wage countries can be main-
tained, among other things, by the development of the self-optimization capability
of these systems (Brecher 2011, p. 2). The performance of these socio-technical
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systems has to be expanded by adaptive target systems and by reactive systems
behaviour (Brecher 2014, p. 3). This requires each element of the production
system, i.e. human, technology and organization, to have adaptive capabilities.
According to Frank (2004), this means that each element repetitively performs these
steps: 1. Analysis of the present situation, 2. Determination of systems objectives
and 3. Adaptation of systems behaviour.

Humans are standing in the main focus of this approach. Consequently, the
interaction of humans, production technology and organization elements is a topic
under comprehensive study. However, these studies focus mainly on cognitive
processes (Brecher 2014, p. 65; Mayer 2012; Mayer et al. 2013). Among other
things, in the interaction of humans and technology the conformity of technology
behaviour with the human operator’s expectations is in the focus of these studies
(Mayer 2012; Mayer et al. 2013). On top of this, holistic inclusion of humans for
the purposes of ergonomic and industrial engineering research also requires direct
consideration of the physiological processes involved. This is necessary in order to
reach the optimum degree of integration of humans into a production system as
demanded by Brecher (2011, p. 796) and, in this way, achieve the required
increases in productivity. One possible approach to the inclusion of physiological
processes in production systems in real time is presented and its results are dis-
cussed below.

13.2 Capabilities of Existing Methods of Workplace Design
in Context of Self-optimizing Production Systems

Integrating physiological processes in the self-optimization cycle of a production
system requires real time detailed assessment of the physiological status of persons.
Several comprehensive approaches are available to analyse and evaluate work pro-
cesses from a physiological point of view (cf. Hoehne-Hückstädt 2007). In terms of
prospective workplace design these procedures allow working systems to be
designed in line with the requirements and capabilities of persons (Schaub et al. 2013;
Caffier et al. 1999). There are also some approaches explicitly taking into account the
individual prerequisites of physiological performance (cf. Sinn-Behrendt et al. 2004).
With respect to a discrete working process, procedures are employed either in
advance or ex post facto. They are used preventively as well as for correction in the
design of working systems. It is not possible to employ these procedures within the
framework of production systems with real time capability.

For this purpose, only physiological measurement techniques have been
appropriate so far, such as electrocardiograms, electromyograms, or combined
methods, such as the CUELA system (Ellegast et al. 2009). The use of these
measurement techniques allows data discrete in terms of time to be collected about
the physiological strain situation of persons. However, their use needs extensive
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technical measuring systems, which is possible only to a limited extent in industrial
everyday practice and thus restricts the applicability of these procedures.

Consequently, new approaches must be developed which require as little
equipment as possible and provide real time indicators of the individual strain
status. At this point, above all digital human models are of particular interest. The
progressive development specifically of biomechanical human models opens up
new possibilities to ergonomic research. This could be a new basis of a more
comprehensive inclusion of persons in the process of self-optimization of a pro-
duction system.

13.3 Use of Biomechanical Human Models for Workplace
Design

At the present time, anthropometric and biomechanical human models represent the
standard tools of modern workplace design (Bubb and Fritzsche 2009). It is, above
all, the biomechanical human models which allow new perspectives to be devel-
oped in workplace design. Whether and to what extent these models are able
contribute to solutions of open problems in ergonomic research, such as the real
time indication of physiological strain, have to be investigated.

In context of this research question, biomechanical human models allow
advanced analysis of workplace design and of the interaction of humans and
technology more than would be possible with anthropometric models. Models, such
as alaska/Dynamicus or the AnyBody Modeling System (Damsgaard et al. 2006),
permit in-depth study of the reaction of the musculoskeletal system of persons
under the impact of mechanical loads. Workplace design can thus be examined at
the level of effects of physiological stresses, and will thereby supply advanced
strain indicators (cf. Fritzsche 2010). The use of these models makes it possible to
describe, in formal terms, the effects of stresses acting within humans. Compared to
the Dynamicus human model, the AnyBody Modeling System (Version 6.02)
contains a detailed model of the human muscle system (Damsgaard et al. 2006). It
can be used to derive information about the respective physiological strain situation
corresponding to the muscle activation computed by the model. Furthermore based
on muscle force output an advanced strain indicator is given (Cutlip et al. 2014;
Rasmussen et al. 2012). This makes the model suitable for determining effects of
physiological stress relative to specific parts of the body.

However, reference must be made at this point also to the respective validity of
the model with regard to the muscle forces calculated (cf. Graichen and Deml 2014;
Günzkofer et al. 2013; Nikooyan et al. 2010). To bear this fact in mind, the results
explained below are interpreted not as relative values, but as values on an ordinal
scale (Rasmussen et al. 2012), and only groups of muscles, no individual muscles,
are considered.

13 Adaptive Workplace Design Based on Biomechanical Stress Curves 177



Nevertheless, there is the possibility to contribute to closing the gap mentioned
above in the inclusion of physiological processes within the frame-work of work-
place design, and fill this gap in connection with self-optimizing production sys-
tems. It has been shown in a current research project that the use of the AnyBody
biomechanical human model allows an evaluation of muscle load cycles for specific
parts of the body to be performed within the framework of manual assembly
processes. Moreover, it was possible to derive biomechanical characteristic curves
to determine muscle activation in specific parts of the body. These characteristic
curves can be the starting point in assessing a stress situation in real time within the
framework of self-optimizing production systems. In combination with a suitable
scene recognition, e.g. by means of a Kinect camera system, this makes it possible,
in a working process, to determine in real time the change in muscle stresses with
respect to specific parts of the body. The working system can thus respond adap-
tively by indicating individual limits of maximum permissible loads on specific
parts of the body. Based on this knowledge the production system could deliver in
real time precise advices and specifications to adapt the workplace design or
working method.

13.4 Approach for Body Part-Oriented Indication
of Physiological Strain in Real Time

In the study, the muscle forces relative to specific parts of the body were calculated
on the basis of the AnyBody biomechanical human model. The model represents
the human musculoskeletal system as a rigid multi-body model. Using inverse
dynamics the model, taking into account interaction forces with the environment
and a present kinematics of the individual rigid bodies, calculates the required
muscle forces for the considered movements. These constitute the basis from which
to derive the biomechanical characteristic stress curves. In line with the anatomical
positions of the individual muscles, the muscle groups related to specific parts of
the body are set up as follows: forearm (FA), upper arm (UA), shoulder (S), neck
(N), and back (B).

The kinematics was logged by an infrared tracking system made by the VICON
(MX 13) company with a scanning frequency of 200 Hz. The test setup employed a
total of 13 infrared cameras for recording movements. The ground reaction forces
were recorded by two AMTI (Advanced Mechanical Technology, Inc., Watertown,
MA, USA; 1000 Hz) force plates. For further use in the AnyBody Modeling System
(Version 6.02), these data were 2nd-order Butterworth filtered with a cutoff fre-
quency of 12 Hz. Subsequent processing of the data was carried out with the Vicon
Nexus 2 (Version 4.6) software.

The test persons were selected on the basis of DIN 33402-2. The selection of test
persons followed the anthropometric data of German males 18–25 years old of the
50th percentile with respect to the body height as indicated in this standard. The 16

178 S. Graichen et al.



male test persons of the study were all right-handed, had an average body size of
1.784 m (SD 0.013 m) and an average age of 26.6 years (SD 3.2 years).

The study dealt with simple manual assembly movements. In accordance with the
MTM basic system (Bokranz and Landau 2011, p. 424) single-handed movement
with handling of two different loads (M1 = 1 kg and M2 = 6 kg) have been analysed.
The test design included linear movements (length of movement 20 cm) at four
points (CoM—Coordinate of Movement) in the right grasp area in three directions
positioned orthogonal relative to each other (DoM—Direction of Movement). The
experimental layout, a picture from themotion capturing study and the biomechanical
model of the AnyBodyModeling System with the applied ground reaction forces and
force vector of the handled weight are shown in Fig. 13.1.

As a result of the study it was demonstrated that for the analysed movements
activations of muscles relative to specific parts of the body as a function of the
length of movement can be described in functional terms by linear regressions
(R2 > 0.7). Differentiated by parts of the body (FA, UA, S, N, B), coordinates of
movement (CoM 1–4), directions of movement (DoM x, y, z) and weights (M1,
M2) to be handled, this was converted into 120 linear regression functions for
functional description of body part-oriented stress, in terms of muscle activation, for
the execution of the linear movements considered in the right grasp area.

These characteristic curves can constitute an advanced basis of indicating, for
specific parts of the body, physiological strain in real time. As a function of the
respective position in which an activity is executed, activation of muscles in a
specific part of the body can be determined, and the strain acting on these parts of
the body can be indicated. Knowing the change in muscle activation as a function
of movement and direction can be used to forecast its changes in real time. Either
changes in the working method can be derived in order to adjust or reduce a current
stress situation and individual strain level, or suitable support functions can be
proposed, such as a change in the placement of material at the workplace. The
characteristic stress curves constitute the basis of a comparative assessment of strain
level encountered at a manual assembly workplace without the need for extensive
measuring gear.

Fig. 13.1 Test setup and modeling in the biomechanical human model
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13.5 Use of Biomechanical Stress Curves in Context
of Adaptive Workplace Design

For further analysis of the findings of the study, and to derive new approaches for
workplace design, the data were examined in a variance analysis (ANOVA). The
small sample size (n = 16), the data in part not following a normal distribution
(Shapiro-Wilk test: p < 0.05) and, in some datasets, dissimilarity of variances
(Levene test: p < 0.05) do violate the preconditions of an ANOVA, but it was
carried out nevertheless. To meet the data situation under these conditions, an
additional non-parametric test, the Friedman test, was performed with the Wilco-
xon-ranking sum test as a post hoc test. The significance level was matched on the
basis of the Bonferroni correction (α = 0.016). Although its preconditions were
violated, the findings of ANOVA were confirmed by the non-parametric test.

Table 13.1 lists the results of the analysis of variances. They indicate the partly
significantly different body part related muscle activations. The table shows a
comparison of pairs of muscle activation relative to body parts between two
directions of movement (DoM: x—to the right, y—to the front, z—to the top) as a
function of the coordinates of movement (CoM), body parts, and weights (M1,
M2). The direction of movement with the comparatively higher muscle activation is
indicated in all cases. The fields marked in colors characterize significant differ-
ences (power ≥ 0.7) in direction-dependent muscle activation per body part.

It is evident that, even with the simple movements studied, significant body part
related differences in muscle activation can occur. The number clearly increases for
weight No. 2. Among the movements studied, most of the significantly higher
muscle activations were found in the shoulder and the neck. Moreover, movements

Table 13.1 Differences in body part related muscle activation per coordinate of movement
(CoM), direction of movement (DoM), and weight (M)

M
∆ in

DoM

CoM 1

body part

CoM 2

body part

CoM 3

body part

CoM 4

body part

FA UA S N B FA UA S N B FA UA S N B FA UA S N B

M1

X-Y y y x y x x y x x x x y x x x y x x y y

X-Z z x x z x z x x z z z x x x z z x x x x

Y-Z z y z y y z y z z z z y y z z z y z y y

M2

X-Y x x x x y x y x x y x x x x y y x x y y

X-Z z x x z x z x x z z z x x z z z x x z z

Y-Z z z z z y z y z z y z z z z y z z z z y

FA – Fore Arm, UA – Upper Arm, S – Shoulder, N – Neck, B - Back
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especially in the x- and z-directions result in significantly higher muscle activation
than movements in the y-direction.

These findings can now become the basis of an adaptive workplace design. The
differences in body part related muscle activation can be employed mainly in self-
optimizing systems. On the basis of scene recognition, body part related strain
indicators can thus be collected in real time on the basis of the body part-oriented
biomechanical stress curves, and filed. If the work process is to include movements
with repetitive high muscle activation of the same body parts, it could be assumed
that strain level will increase in the body parts concerned, with the result that fatigue
can occur in combination with possible discomfort in the execution of the move-
ment and changes in movement as a result of fatigue. Consequently, the elements of
the musculoskeletal system involved in the movement, such as ligaments, muscles
and joints, may be damaged. Allowing the system to intervene at this point, e.g. by
changing the working method in accordance with an underlying precedence dia-
gram of the assembly task, or by adapting the workplace design with a resultant
change in the method of working, can reduce fatigue phenomena resulting from
singular body part related muscle activation.

Moreover, the results of the study can constitute the basis of more detailed
planning of working methods. As the level of body part related muscle activation is
known for the movements considered in the study, these basic types of movement
as defined in accordance with MTM, such as “Grasp” and “Bring,” can be assigned
to specific body part related muscle activities. In defining a working method on the
basis of the MTM approach, combinations of basic movements with high activation
of identical body parts can be identified and avoided. Besides taking into account
parameters of time, distance, and weight, planning of working methods for the first
time can also consider the direction-dependent influence on the strain situation of
individual body parts of the personnel.

In addition, the outcome of the study can be applied also in taking into account
individual performance preconditions in workplace design. On the basis of indi-
vidual capability profiles which include restrictions in the execution of specific
movements or application of forces, the characteristic load curves allow the
working system to be adapted specifically to workers. In this way, an adaptive
workplace and method design guided by individual performance preconditions and
with real time capability is created which can adapt itself to any situation within the
framework of self-optimization of the production system as in a control loop.

13.6 Conclusion and Outlook

The data about body part related indications of strain elaborated in this study can
only be a first step in the further integration of the biomechanical human model for
workplace design. The biomechanical characteristics of body part related muscle
forces initially apply only to the grasp area studied and the group of test persons
considered. Consequently, the approach presented here must be extrapolated to
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other areas of the grasp area and to a heterogeneous group of test persons if a
complete description of biomechanical stress functions is to be achieved. This will
be the basis of a more far reaching use of the characteristic body part-oriented stress
curves within the framework of self-optimizing production systems for a variety of
manual work processes.

Open Access This chapter is distributed under the terms of the Creative Commons Attribution
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in
any medium, provided the original author(s) and source are credited.
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Chapter 14
Human Factors in Production Systems

Motives, Methods and Beyond

Philipp Brauner and Martina Ziefle

Abstract Information and communication technology (ICT) is getting smaller and
faster at a dashing pace and is increasingly pervading production technology. This
penetration of ICT within and across production technology enables companies to
aggregate and utilize massive amounts of data of production processes, both hor-
izontally (across different products) and vertically (from machine level, over the
shop floor, to the supply chain level). Presumably, this yields in Smart Factories
with adaptable manufacturing processes that adjust to different goals, such as
performance, product quality, or resource efficiency. But the increasing amount of
available data also raises considerable challenges: Strategic decisions still depend
on humans in the loop who have to perceive and process increasingly complex
multi dimensional data sets and to make decisions whose effects are increasingly
difficult to forecast. This paper is concerned with the potential of the human factor.
Along with three case studies, we demonstrate the potential of human factors in the
development of applications for Smart Factories and enterprises in the era of
Industry 4.0. The paper concludes with a set of guidelines and methods for the user-
centred development of applications for Industry 4.0.
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14.1 Motives for Integrating Human Factors in Production
Engineering—the Challenge

Production systems are not like they used to be. The 21st century will confront
enterprises and manufacturing companies with completely novel generations of
technologies, services, and products based on computer technologies (Schuh and
Gottschalk 2008; Schuh et al. 2009). In order to meet competition on global
markets and to ensure long-term success, the companies need to adapt to shorter
delivery times, increasing product variability and high market volatility, by which
enterprises are able to sensitively and timely react to continuous and unexpected
changes (Wiendahl et al. 2007). One of the major cornerstones to meet these
challenges is the implementation of digital information and communication tech-
nologies into production systems, processes and technologies, which allow novel
developments by combining the physical world and fast data access and data
processing via the Internet (Industry 4.0).

Another major cornerstone is to understand the impact of the human factor and
to integrate human factors knowledge seamlessly in the technology development
cycle, thus moving from traditionally purely technical systems into socio-technical
systems.

In the next decades new generations of technology systems and products have to
master fundamental societal and technological challenges (Wilkowska and Ziefle
2011). This includes the impact of the greying society, with an increasingly aged
work force, but also short technological life cycles triggered by fast changing
technological systems and the question in how far diversely skilled workers might
learn and adapt to the increasing complexity of systems (Ziefle and Jakobs 2010).
Although the crucial potential of usable products that are appropriate for a diverse
user group, recognition of the importance of diversity is only slowly influencing
mainstream technology development practise. New approaches integrate users as a
valuable source for new ideas and innovations (end-user driven innovation cycle)
and integrate their knowledge as an integral component into the technical devel-
opment (Franke and Piller 2004). User communities are a significant source for
innovation and provide market insight before launching an innovative product
(Fredberg and Piller 2011).

For high-wage countries, which are characterized by competitive production
systems and a high pressure to succeed, it is more than high time to integrate human
factors knowledge as a natural and expert source of information into the technology
development and processing.

We conclude that these challenges can only be addressed if methods from
production engineering are “reinvented” and combined with methods from the
social sciences. Only a holistic inter- and transdisciplinary methodology will be
able to address the changing production processes and changing workforce, in order
to strengthen the competitiveness of companies in high-wage countries (Calero
Valdez et al. 2012).
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14.1.1 The Contribution of the Social Sciences

Traditionally, social science research deals with the understanding of the human
factor, i.e. explaining, measuring and predicting human experience, affective states,
cognitions, and behaviour. This includes the capturing of emotional states and
cognitive abilities in different application contexts, against the background of user
diversity and the differences in attitudes within and across individuals. But it covers
also developmental changes of humans across the life span as well as the systematic
understanding, control and change of human behaviours.

The huge volatility of the human nature and its enormous adaptability to dif-
ferent situations necessitated the development and establishment of standardized
human factors’ methods and metrics that allow a sound, reliable and valid pre-
diction of the human factor. Hence, on the base of their profound empirical
methodology and their sound knowledge base of the human factor, social science
can naturally contribute to the understanding of socio-technical systems, as e.g. the
current challenges in production technology.

Basically, social science knowledge can contribute to different challenges:

• Dealing with Complexity Understanding human cognition and decision making
in production systems

• Meeting Requirements of User Diversity Understanding the impact of the
demographic change and diversely skilled workers

• Handling of Heterogeneous Teams Understanding the interaction and commu-
nication of impacts by interdisciplinary working environments and team culture

• Measuring Technology Acceptance Understanding the benefits and caveats of
the interaction and communication of humans with technology (from (hybrid)
systems to interfaces)

• Dealing with Usability and User Experience Understanding the impact of
respecting human cognitions, emotions, expectations and values in the devel-
opment of technology

• Providing Experimental and Empirical Metrics Understanding novel contexts
and potential settings (from prototypes to real settings) by applying testing
scenarios that allow evaluating the quality of measures and settings.

With regard to work environment and design of production systems, usability
and user experience research has been shown to exploit a huge benefit for diverse
application setting within industrial environments. In many domains (perceived)
usability is an established criterion for the quality of a product and is increasingly a
deal breaker for the buying intention for consumer electronics. However, usability
is not yet widely acknowledged for professional applications in production engi-
neering (Myers et al. 1996; Ziefle and Jakobs 2010) and many interfaces suffer from
complicated screen layouts (Arning and Ziefle 2009; Ziefle 2010a), not under-
standable labels and buttons, undistinguishable and unclear icons (Pappachan and
Ziefle 2008), and steep learning curves. Interfaces that somehow work for specific
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user groups, but fail for the increasingly changing and increasingly diverse labour
force (Wilkowska and Ziefle 2011; Calero Valdez et al. 2013).

The reason for investing in usability is simple: Good soft- and hardware usability
is the reason for a higher quality of the achievements and increased productivity of
the workers (Arning and Ziefle 2007; Ziefle 2010b). Also, good interfaces reduce
the time and costs for training and support and increases the users’ work satis-
faction, loyalty and commitment (Arning and Ziefle 2010). Furthermore, if usability
is considered from early on in the design process and not an added on top in the
final stages of the development, it can dramatically decrease the development time
and costs (Nielsen 1993; Holzinger 2005). Hence, establishing usability as a core
criterion for professional applications can increase the return of investment (ROI)
and decrease the total costs of ownership (TCO) dramatically.

14.2 Methods for Understanding and Quantifying Human
Factors—the Potential

The following section presents a bouquet of measures that can be applied in various
stages of the development process and how efficient, effective and usable systems
can be realized for a changing and increasingly diverse user population.

ISO/EN 4291/11 defines effectiveness, efficiency, and user-satisfaction as the
three central criterions for the usability of interactive products. Although this norm
provides essential usability criteria, it neither presents methods for realizing systems
with high usability, nor does it provide off-the-shelf measures to quantify the
usability of systems. So how can user-friendly systems be realized?

The foundations for designing usable systems for people can be found in the early
dawn of graphical user interfaces: In 1985—just a year after Apple introduced
Macintosh—Gould and Lewis proposed three key principles for building usable
software (Gould and Lewis 1985): Early focus on the users tasks, empirical mea-
surement of the product usage and iterative design. Many stakeholders are involved
in the specification and development of new software systems: Software engineers,
user interface designers, and software architects on one side, as well as domain
experts and managers who are responsible for the introduction of the new software.
Of course, the end users also belong in the circle of stakeholders, but often enough
they are neglected or consulted only in the latest stages of the development.

Early focus on the users tasks The decision to invest in new software often
comes from the managers of a company or external consultants. As they are not the
actual users this often leads to miss defined or insufficiently defined task descrip-
tions. Hence, users must be included in the earliest stages of the design of a system,
their tasks must be well understood and the users’ wishes, abilities and motives
must be captured and well understood by the design team.

Empirical measurement of the product usage To ensure that the developed
system supports the tasks users want or have to perform the execution of prototypic
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tasks by actual users must be observed. These task executions can be quantified
(e.g. by measuring task completion, accuracy) and will identify the critical parts of
the software that do not support users in their work and need to be revised.

Iterative design It is not sufficient to attest a certain level of usability at certain
point in time, but system usability must be a continuous focus during the whole
design process. Ideally, a design team starts with an early prototype of a planned
system and evaluates the usability of the system with typical tasks performed by
typical users. These quantitative evaluations eliminate the most severe usability
issues early in the development. Then, future iterations of the system with func-
tional prototypes can focus on other and minor usability issues, but again with
actual users who perform typical tasks with the planned system. Figure 14.1 shows
a schematic presentation of this cyclic process.

14.2.1 Metrics, Procedures and Empirical Approaches

This section outlines a few but still the most central usability methods for user-
centred design. An in-depth description and additional methods can be found in Dix
et al. (2003) or Courage and Baxter (2005).

Methods for developing and evaluating user interfaces can be divided in
methods with and methods without involvement of prospected users. Methods
without user involvement, such as heuristic evaluation (when experts evaluate if
interfaces meet certain heuristics), GOMS (a method for estimating the expected
performance, similar to Methods-Time Measurement—MTM), or cognitive walk-
throughs (human factors experts identify usability issues by predicting how users
would solve tasks) are not covered in this article. They are a valuable addition to
every development process, yet many issues will remain uncovered, if prospected
users are not included during the design phases.

Paper prototyping Paper prototyping is a low fidelity prototyping technique that
allows the gathering of user feedback on an interface in early stages of the design and
before the software implementation starts. The proposed user interface is drawn on
paper and discussed with users. Their feedback can be integrated at once and interface
suggestions can be drawn and discussed immediately. Replacing parts of the simulated

Fig. 14.1 Schematic presentation of an iterative development process as proposed by Gould and
Lewis (1985)

14 Human Factors in Production Systems 191



screen with new layers can simulate interactive interfaces and the traversal through
multiple screens. Paper prototyping is best applied in early stages of the design, when
the general interface is designed. But even in later stages individual changes, new
dialogs and screens can quickly be designed and evaluated using this technique.

Rapid prototyping This method carries forward the concept of paper prototyping.
This may include “clickable” interface mock-ups in a presentation tool, or func-
tional screen prototypes.

Wizard-of-Oz This method allows the evaluation of interfaces even if the
respective backend functionality is not yet available, by observing the user’s
interaction with the prototyping system and simulating its outcome. For example, a
paper prototype can “control” a machine, if a hidden observer simulates the user’s
interaction with a remote control.

AB-tests To understand if different interface alternatives result in higher speed,
higher accuracy or higher user satisfaction different design alternatives can be
compared by presenting both to a set of users, either within-subjects (every user
uses every interface) or between-subjects (each user evaluates just one interface).
Measures may be objective measures, such as task performance and learnability, or
subjective measures, such as users’ perceived efforts.

Note that the feedback acquired changes with the perceived completeness of the
interface: Paper prototypes are perceived as easy to change, thus users often request
fundamental changes, while applications that appear complete are apprehended as
difficult to change, hence the articulated feedback is often restricted to wording,
colour choices, and other trivialities.

The methods presented are a necessity for building usable, understandable, learn-
able, goal-oriented, task-adaptive, efficient and satisfying software for production
systems. They should as a matter of fact belong to the standard toolbox of all stake-
holders included in the technical development process. To identify and obliterate
usability pitfalls and to assure that the software captures the users actual needs, these
and similar methodsmust be applied frequently during the design process. However, to
unfold their full potentials, human factors experts must also be included in this process,
as they are able to detangle individual differences in effectiveness, efficiency and user-
satisfaction that are caused for example by motivation, personality, or cognitive abil-
ities. These then allows a fine-grained tuned or individually tailored user interfaces.

14.2.2 Case Studies—Examples of the Potential of Exploring
Human Factors

The following three exemplary cases present “success stories” in which the
methodology of user-centred design and human factors research was applied in the
area of production systems.

The first case quantifies the influence of poor usability on efficiency while inter-
preting large data sets in supply chain management. The second case outlines how

192 P. Brauner and M. Ziefle



human factors relevant for good job performance in supply chain management can be
identified. The third case describes how an adequately designedworker support system
can relocate the focus between speed and accuracy depending on the task.

Case 1—Visual and Cognitive Ergonomics of Information Presentation

Managing the follow of material in supply chain management depends on both, the
ability to perceive, understand and interpret given data correctly, as well as the
presentation of the data. To understand how insufficient data presentation and bad
usability impacts the decision quality, we conducted a formal AB-test. We measured
the decision speed and decision quality in dependence on human information
processing speed and the presentation form (poor and good usability constructed as
small or medium font sizes in a tabular presentation of supply chain data). The
study revealed that poor usability obviously decreases the overall performance.
Strikingly though is the finding, that poor usability disproportionately impairs
people who have a lower information processing speed, while faster information
processors can compensate poor information presentation. This finding highlights
the necessity of user-centred and participatory design, as software developers,
interfaces designers and contributing mechanical engineers usually do not realize
the negative effects of poor interfaces on decision speed and decision quality, as
they are able to compensate the negative effects, while the end users often are not.
Frequent user tests with methods as presented above will reveal these barriers even
in early stages of the design.

Case 2—A game-based Business Simulation to Understand Human Factors in
Supply Chain Management

Supply chains are sociotechnical systems with high dimensional and nonlinear
solution spaces. The performance of a supply chains is not only determined by
technical factors (e.g. shipping times, replacement times, delivery strategies, lot
sizes, order costs, etc.) but also by the abilities of the human operators who needs
oversee the possible choices and make good decisions in this complex solution
space. To identify the factors that contribute to a better understanding of the supply
chain and to develop methods that help supply chain managers to make better
decisions in shorter time we developed a series of supply chain games (Brauner
et al. 2013; Stiller et al. 2014). The business simulation games are virtual test beds
with multiple uses: First, they are a flexible tool to identify and quantify human
factors that contribute to efficiency and effectivity in managing information in
logistics and supply chain management, by systematically varying the difficulty of
the game and investigating how different human factors (capacity, processing
speed, motivation, self-efficacy, personality traits) relate to game performance.
Second, through experimental variation the user interface and/or provided decision
support tools, the benefit or costs of these can be evaluated and quantified within
the test bed before the proposed changes are implemented in commercial applica-
tions. Third, the relationship between in-game performance and performance in the
job as supply chain mangers can be used to develop interactive methods for per-
sonnel selection with an increased accuracy.
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The design of this research and evaluation framework followed the design
principles presented above and several of the usability methods presented above
were applied. The following sections describe the iterative development process
and some of the methods used during the process.

The development of the business simulation game was a collaborative effort
between the four disciplines mechanical engineering, communication science,
computer science and psychology. Each of the four disciplines contributed methods
in order to on ensure the simulation model’s validity on one side and the good
usability and suitability for psychometrical evaluations on the other side.

At the beginning of the project the experts form each discipline discussed the
game model and the relevant indicators for inferring the simulated companies status.
Then the paper prototyping technique was used to arrange the indicators to form the
user interface of the game. In a second step a low-fidelity software prototype of the
game simulation was realized and the previously selected indicators were populated
with data from the simulation model and the experts evaluated the suitability of the
indicators and the simulation model. Third, the game was implemented as a web
application and the design of the user-interface ware strictly based on the earlier
prototypes and influenced by technical considerations. Forth, during one user study
feedback from external usability experts was gathered and their suggestions were
integrated in the game. A subsequent user study attested that the user interface
refinements led to an increased profit of the simulated company as the users hat a
better overview of the performance indicators and were able to make better deci-
sions. Throughout the design process feedback was gathered from other experts and
test users and the user interface and the game model was refined accordingly. Fig-
ure 14.2 shows the development progress of the game across three prototype levels.

Case 3—Augmented Reality Worker Support Systems

The third test case of including human factors research and design methodologies in
production engineering is the design and evaluation of a work support system for
carbon-fibre reinforced plastic manufacturing (CFRP) (Brauner et al. 2014).

The CFRP production process relies on manual production steps in which
multiple layers of carbon fibre cloth have to be aligned in specific orientations. The
overall stability of a CFRP part is prone to misalignments and a mismatch of 5°
reduces the mechanical stability of a component by 50 %. These defects can only be

Fig. 14.2 Different development stages of the Supply Chain Simulation Game (left paper
prototype, first layout of the interface, centre rapid prototype in a spread sheet applications for
evaluating the game’s model, right final user interface of the game)
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detected late in the production process, which yields in extra costs for the process
steps between origin of the error and the detection.

To increase the stability of the process we designed a worker support system that
alleviates the variances in the orientations of the carbon fibre cloths. The system
captures the orientation of the currently placed layer and provides auditory and
visual feedback to the worker. Later iterations of the prototype may be realized
stationary in the assembly cell or on mobile augmented reality systems, such as
Google Glass.

An evaluation of a rapid prototype of the system with the Wizard-of-Oz tech-
nique (compared four different feedback modalities against each other (no feedback,
auditory, visual, and combined feedback). The key finding is that providing no
feedback yielded in the highest speed and the lowest accuracy, while combined
auditory and visual feedback led to slowest speed and highest accuracy. Hence, a
target-oriented design of worker support systems can nudge workers to either
increase the speed of the production process or to increase its accuracy (speed—
accuracy trade-off).

Summarizing all three cases, utilizing methods from user-centred design and
human factors research reveal a deeper understanding of the behaviour of human
workers on different levels of production processes. The methods facilitate the
development of better systems and applications for production processes in shorter
time. Adequately designed system can influence the production processes by
shifting the trade-off between speed and accuracy by giving carefully designed
feedback. Furthermore, some methods allow an explanation and prediction of
individual differences in speed, accuracy, performance and motivational factors that
might either contribute to better designed and better targeted software systems or to
more specialized recruiting and training processes for the employees.

14.3 Beyond—How to Amend Productivity with Quality
of (Work)Life—the Vision

The truly understanding and consideration of human factors for the realisation of
human and humane working environments is a critical issue. Though it might be
still more critical when facing the upcoming generation Y (Martin 2005).
According to Bakewell and Mitchell (2003), this generation can be characterized
along five types: the “recreational quality seekers”, the “recreational discount
seekers”, the “trend setting loyals”, the “shopping and fashion uninterested” and
the “confused time/money conserving”. This new work force generation (born after
1977) brings thus another working and performance attitude to high wage countries.
It is less the mere concentration on work or system performance alone, only
addressing pragmatic and productivity aspects of technology, it is far more, value-
oriented, hedonic and highly fulfilling working conditions that characterize the
challenges of high performance cultures in the near future.
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Two keystones for this reformation of productivity might be shortly outlined,
one refers to a more technical one, the pattern language to enable interdisciplinary
teams, the other one is more visionary and relates to the working climate of the
future Generation Y.

14.3.1 Enabling Communication in Interdisciplinary Teams

A common problem among interdisciplinary teams is the lack of a shared language
and misconceptions about the other methodologies. Established systems for
enabling interdisciplinary communication in teams are pattern languages. Chris-
topher Alexander’s seminal work suggested these languages as a method to enable
different stakeholders in urban planning (e.g. architects, civil engineers, city planers
and residents) to collaboratively design the living space (Alexander et al. 1977).
Each pattern describes a solution for recurring problems, defines a shared iconic
name, captures the forces that argue for and against the given solution and refer to
other patterns that relate to the solution, either as possible alternatives (horizontal)
or superordinate and subordinate patterns (vertical). A network of interlinked pat-
terns then forms a complete pattern language. Other disciplines adopted pattern
languages as a tool to capture disciplinary knowledge, but sacrificed the aspiration
for participatory design. In computer science the “Gang of Four” introduced soft-
ware design patterns (Gamma et al. 1995) that quickly revolutionized the com-
munication between experts in software engineering. In mechanical engineering
(Feldhusen and Bungert 2007) suggested a pattern language to manage archetypal
engineering knowledge, but again, this pattern language captured engineering
knowledge by and for experts. It shows that pattern languages exist for various
domains, but still Alexander’s original goal to enable all stakeholders to jointly
develop holistic solutions got astray.

Thus, a dedicated pattern language for the design of production systems may
enable truly participatory design in production engineering and a more efficient
collaboration among interdisciplinary teams. The goal of this language must be to
empower all stakeholders to understand the constraints of a given problem and
overview the set of possible solutions. This language could cover individual
competencies and methods of the contributing disciplines and will enable inter-
disciplinary teams to collaborate more efficiently on future production systems.

14.3.2 Motivators for High Performance Cultures

Recurring again to the generation Y, the novel attitude of workers might also
requests a change within the performance culture in the production and work
environment. In this perspective, the quality of “good interface of technology”
relies on affective and hedonic aspects of work and production—attributes
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emphasizing individuals’ well-being, pleasure and fun when interacting with
technology and technological systems, the quality and the design of products, but
also the well-being of teams, working groups as well as the well-being of society,
focusing on social morality, working ethics, work-life balance, environmental
justice, or life style. To this end, the relationship of users and technological products
and their working environment is of importance and the making sense of user
experience. In addition, the work experience and domain knowledge of workers,
end users and consumers of technology or technical systems is of high value (and is
so far, mostly ignored). It seems indispensable for efficient production environ-
ments to focus on human factors in order to enable highly motivated and high
performance teams not only steering with the traditional motivators—money,
pressure, or competition—but rather to focus on the internal motivation of workers
to contribute to the system effectiveness by including their knowledge and their
expertise within iterative product development cycles.

Naturally, the relationship between leaders and workers need to be reformatted
accordingly. Efficient teams then should be characterized by transparent group
communication, a commonly shared information policy and the appreciation of
ideas and innovations created by working teams. This team culture though requires
trust in both, the team leader and the workers and might be a overdue performance
driver of current working environments in enterprises that might ensure sustainable
high performance cultures on the long run.
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Chapter 15
Human Factors in Product Development
and Design

Robert Schmitt, Björn Falk, Sebastian Stiller and Verena Heinrichs

15.1 Introduction

The design and operation of product development processes are typical problems in
engineering domains and quality management. In order to guarantee the efficient
and effective realization of products various methods and tools have been devel-
oped and established in the past. Nevertheless these methods where usually
designed to fit engineer-to-cost strategies for cost efficient products. Recent
success stories of companies in different industrial sectors have proven, that engi-
neer-to-value strategies can lead to an even higher profitability of products due to
higher margins when combining value and cost orientation (ISO/IEC: 15288:2008;
Schuh 2012). The two levers for engineer-to-value product management are illus-
trated in Fig. 15.1.

One of the major key elements for a successful introduction of engineer-to-value
product management is the introduction and consideration of human factors.
Therefore the integration of the customer in product development processes and the
detailed analysis of the customer perception are essential (Brecher et al. 2014). The
aspects concerning the role of customers in the product development will be pre-
sented in the first and second chapter of this paper. The third chapter will change the
focus on the company perspective and will discuss new approaches and possible
solutions how to develop products in a more efficient and human oriented way.
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15.2 The Human Perception of Quality

Customer satisfaction is a major component of a company’s reputation and eco-
nomic success. The relationship between a company and its customer base is
established by and related to the quality of the products provided by the company.
The degree to which customers are satisfied with a product results from the per-
ceived quality of the product in question. The perceived quality of a product is the
outcome of a cognitive and emotional mapping-process between the customer’s
conscious and unconscious experience, his or her expectations towards the product
in theory and his or her experience with the product in practice (Schmitt et al.
2009). The amount of customer satisfaction correlates with the extent to which the
product exceeds, fulfills or disregards the customer’s requirements during real-life
application (Homburg 2008). The disregard of customer requirements during
product development and design leads to the customer’s denial of the product
resulting in a decreased willingness to pay. Furthermore, the exceedance of cus-
tomer requirements (over engineering) is not profitable since customers hesitate to
invest more money into product features which they do not necessarily require (see
Fig. 15.2) (Masing 2007).

The degree of a customer’s satisfaction with a product’s quality changes during
the progress of real-life application. The changes are due to a decrease or increase
of the perceived value of the product over time whereupon the time period before
and after the purchase designates the relevant time interval. During the pre-purchase
phase, the customer gathers information about the product consulting family
members and friends while simultaneously browsing through commercial web
pages and social media platforms. The post-purchase phase refers to the period
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of product usage and application (Schmitt and Amini 2013). The perceived value of
a product consists of 13 unequally weighted factors such as brand, design, practi-
cability, purchase price and follow-up costs. The customer perceived value (CVP)
quantifies the trade-off between the customer’s perceived quality of a product and
the customer’s perceived invest into the product (see Fig. 15.3) (Schmitt et al.
2014).

The extent to which customer requirements are met in product development and
design is critical to a product’s market acceptance and success. The integration of
customers into the early stages of product development and design becomes more
and more important with respect to market leadership and differentiation, especially
in flooded markets.
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Fig. 15.2 The impact of the
degree of fulfillment of
customer requirements on the
customer’s willingness to pay
(Value function; reproduced
from Masing (2007))

Fig. 15.3 Change of CVP
during tablet use and
application. The presented
values represent the mean
values of 36 test persons (own
material)
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15.3 The Manifestation of Human Perception
and Cognition

Enthusing the customer and thereby ensuring a product’s level of competitiveness
requires the satisfaction of explicit and implicit customer requirements. The inte-
gration of customers into the early stages of product development and design allows
for detecting the voice of the customer, whereupon explicit and implicit customer
requirements constitute the “real” voice of the customer (Schmitt 2014). The fashion
of explicit and implicit customer requirements is shaped by the individual customer’s
bygone experience, future expectations, actual needs and perception. The customer’s
perception of a product particularly relies on the human perceptual senses and their
interconnection with the human cognitive system. Physiological and cognitive pro-
cesses simultaneously designate the overall picture of perceived product quality.

83 % of the human perception is based on vision (Braem 2004). The initial
visual perception of a stimulus is carried out by the mere visual system (early
vision). The evaluation of what has been visually perceived is accompanied and
influenced by the human cognitive system (Chen 2003). Therefore, the customer’s
gaze behavior delivers insights into how customers perceive and evaluate a product.
Fixation points, direction and duration of fixation and saccades evidence the
pathway of cognitive arousal (Nauth 2012). The pathway of cognitive arousal is
predisposed by the product as such, its shape and design, its surface components
and the individual customer’s experience and expectations. As a result, increased
cognitive arousal is associated with providing information about explicit and
implicit customer requirements. Screen- and glasses-based eye tracking devices
visualize the customer’s gaze behavior and allude to stages of increased cognitive
arousal (see Fig. 15.4). The pictorial manifestation of eye movement allows for
further implications against the background of customer-oriented product devel-
opment and design.

Whereas the human visual perception is concerned with “scanning” a product’s
visual properties, the human haptic perception provides information about a prod-
uct’s geometric and material characteristics. The geometric characteristics refer to the

Fig. 15.4 Visualization of customer gaze behavior using eye tracking glasses. The left picture
shows the fixation points and the direction of fixation for four test persons. The right picture
depicts the duration of fixation for one test person (own material)
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size and shape of a product. The material characteristics comprise a product’s texture.
The texture of a product can be described according to surface features such as
roughness, stickiness, friction and stick-slip. In addition, thermal properties, com-
pliance and weight contribute to the customer’s haptic perception and evaluation of a
product (Ledermann and Klatzky 2009). The exploration of a product’s geometric
and material characteristics is based on the physical contact between the customer
and the product at hand. The nature of physical contact, be it pleasant or unpleasant,
leads to increased cognitive arousal. Descriptive and discriminating studies guide the
process of haptic exploration and facilitate the measurement of haptic perception and
evaluation while mapping stages of increased cognitive arousal to distinct surface
properties (Clark et al. 2008). The focus lies on examining and labeling the cus-
tomer’s hedonic perception during the phase of physical contact.

Electroencephalographic devices (EEG) connect the stages of increased cogni-
tive arousal during visual and haptic perception to participating brain areas (neu-
rofeedback). The visual information is transformed into electronic signals leading to
enhanced brain activity. The measurement and location of enhanced brain activity
provides insights into brain areas participating during the processes of product
perception and evaluation (Babic and Damnjanovic 2012). Likewise, devices
quantifying the amount of electrodermal activity (EDA) evidence stages of
increased cognitive arousal. The human vegetative nervous system controls for
perspiration (biofeedback). Hence, ascending perspiration accounts for increased
cognitive arousal (see Fig. 15.5) (Wagner and Kallus 2014).

Besides sensory information also verbal information is taken into consideration
for the purpose of customer-oriented product development and design. The cus-
tomer’s perception and evaluation of a product becomes manifest in textual form
appearing as recommendations or complaints. Since social media applications are
the primary means of communication nowadays, customers articulate their rec-
ommendations or complaints referring to a given product using online communi-
cation platforms (Mast 2013). 62 % of all potential customers consult online
reviews for advice prior to deciding in favor for or against the purchase of a product
(Lightspeed Research 2011). 81 % of all potential customers base their purchase
decision solely on the reception of prior customer reviews (E-Tailing Group 2007).

Fig. 15.5 Visualization of electroencephalographic and electrodermal activities. The left picture
shows the electroencephalographic activities for 2 test persons. The right picture depicts the
electrodermal activities for 21 test persons during the evaluation of differing sound signals. The
two yellow lines indicate the occurrence of noise distraction (own material)

15 Human Factors in Product Development and Design 205



The integration of social media applications during the process of customer
requirement analysis provides several benefits with respect to the number of
available data, the actuality of data and the authenticity of data. The number of
available data necessitates the automatic detection, extraction and analysis of rel-
evant user generated content. Opinion mining tools facilitate the above named
process relying on machine learning or lexicon-based approaches (Liu and Zhang
2012; Manning et al. 2008; Baccianella et al. 2010). Moreover, the integration of
individual grammatical features which constitute the overall linguistic structure of
either recommendations or complaints has the potential to increase the accuracy of
existing opinion mining tools (see Fig. 15.6).

The integration of the human factor into production processes ensures the
realization of products which exactly serve the customers needs. The customer’s
perceptual senses, cognition and communication behavior deliver valuable input for
the process of product development and design.

15.4 Human Oriented Product Development Processes

While the first chapters were addressing the consideration of human factors in the
early phases of product realization processes, the company oriented perspective has
to consider the human factors of the product development team itself.

Fig. 15.6 The influence of polarity on attribute position relating to keywords referring to
products, brands, types or elements (own material)
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The new product development process (NPD) is one of the most important and
complex business processes. In order to compete in globalized markets it is nec-
essary to develop products within short time periods and a defined quality level
(Barclay et al. 2010). For complex products, the team of a single product devel-
opment project can exceed easily the scope of a small and medium enterprise by its
own. Because of the high amount of functions and people involved (e.g. systems
engineering, mechanical engineering, software development, electronic develop-
ment, project management, product management, industrial engineering) the NPD
is characterized by a high complexity, non-linearity and permanent iteration which
drive the affordable level of communication and coordination to an extreme. This
state is difficult to be controlled (Loch and Kavadis 2008). As illustrated in
Fig. 15.6 the methods and activities of quality management are aiming towards a
collaborative management of the maturity levels in the fields of project, product,
process and contract management.

That is, a new product development project will be successful if the information
of the involved actors is allocated in an efficient and effective way, minimizing the
amount of failures and iterations due to rework of tasks and assignments. The
distribution of information and synchronization of different product and process
releases (the maturity levels) is one of the biggest challenges for quality and
requirements management. Experts in product development know: the higher the
dependence and connectivity of information, the more challenging the planning
affords for the information distribution and synchronization between tasks and
actors are. Especially delays can cause massive instabilities in the product devel-
opment system due to an increasing amount of rework and failures (Schmitt and
Stiller 2013). The information dependence of requirements and information is
illustrated in Fig. 15.7.
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If for example the industrial engineering is informed with a certain delay about a
change request of the mechanical component, a later change can cause massive
extra costs and delays.

Furthermore, the different functions are working according to different devel-
opment paradigms and models. That is, the project management might stick to the
stage-gate-planning, while the systems engineering is applying the V-Model and the
software engineering might even develop according to the rules and procedures of
agile development methods such as SCRUM. Therefore the communication and
synchronization of different functions and actors is even complicated, since the
models cannot always be harmonized and synchronized easily. In order to support
the activities in product development and realization processes, various expert tools
and software systems are used besides informal and formal communication links
and channels (e.g. meetings, logs, records, minutes, mails). Requirements man-
agement systems, change management software tools and product lifecycle man-
agement systems are powerful tools supporting the product development activities
within their domain. Within the field of a single domain the applied software
systems must be chosen specifically depending on special functions and domain
specific requirements. That is the reason for the necessity of using different tools for
quality inspection planning (MS-Project, MS-Excel), risk analysis and for pro-
duction control planning (e.g. CAQ-Systems, SCIO, APIS).

Last, but not least, the employees tend to get lost within the complexity of
product development systems and tools. The amount of different methods can
hardly be understood and not even be overseen by a single product development
team member. Nevertheless the state-of-the-art software systems and methods are
by majority emphasizing the system and workflow view instead of putting the
employee and his human factors in focus. The allocation of information based on
defined rules, regulations is more important than considering the individual com-
petencies and characteristics of the employees. Due to the described complexity of
the organization of product development processes and teams, the planning tools
might eventually cause a loss of relevant information and can hardly cross the
boarders between different development domains and functions.

In order to improve the described state-of-the-art of product development pro-
cesses, a more human oriented understanding and perception of product develop-
ment initiatives must be challenged. This affords the change in understanding that
the product development process is not solely a technical, but rather a socio-
technical system. The information flow and allocation can be regarded in analogy to
the rules and behavior in social networks: Agents, with different characters, skills
and from different cultures and domains are working on the creation of information
which they are likely to share with their principles, due to their individual problems
and interest. Hence, a more integrated, human oriented software system would
create a social engineering community where information is spread using either
workflow and rule based algorithms or social mechanisms and effects. The infor-
mation-pull mechanism of a social network will decide which agents and infor-
mation are important and must be followed by the principles, while the information
push channels are securing the minimum level of standards and workflows.
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Figure 15.8 illustrates the general concept of the social engineering network. When
an agent generates information which has importance for a principal within or
outside the development team (e.g. line manager, company experts) an algorithm
will distribute the information based on a set of parameters (e.g. organization,
functions, workflows, dependencies, risks, behavior of employees) (Fig. 15.9).

The design of new product development theories and systems, integrating the
existing methods and tools will be one of the great challenges for major
improvements in product development processes and for the optimization of the
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company perspective in engineer-to-value product management. Moreover, the
described methods for the identification and transformation of the customer’s
perceived quality can increase the value of products significantly.
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