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Abstract. Despite recent advancements in our understanding of the
human perception of the emotional behaviour of embodied artificial en-
tities in virtual reality environments, little remains known about various
specifics relating to the effect of gender mapping on the perception of
emotion from body movement. In this paper, a pilot experiment is pre-
sented investigating the effects of gender congruency on the perception
of emotion from upper body movements. Male and female actors were
enrolled to conduct a number of gestures within six general categories of
emotion. These motions were mapped onto virtual characters with male
and female embodiments. According to the gender congruency condition,
the motions of male actors were mapped onto male characters (congru-
ent) or onto female characters (incongruent) and vice-versa. A significant
effect of gender mapping was found in the ratings of perception of three
emotions (anger, fear and happiness), suggesting that gender may be an
important aspect to be considered in the perception, and hence genera-
tion, of some emotional behaviours.

1 Introduction

Several studies explored the perception of behaviour in virtual characters [1,2].
Results from these studies are significant, as they can be used to contribute to the
design and development of more efficient and plausible simulations of artificial
entities, with applications in important and complex fields such as virtual and
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augmented reality. Perhaps of equal significance, these studies also have impact
on deepening our understanding of how humans perceive other humans and
biological versus artificially generated motions.

While studies have started to investigate the relationship between emotion
and body movement by using virtual characters [3], little is known about the
effect of gender on the perception of emotion from body movement. This issue
is important for creating expressive social entities that are able to successfully
communicate with humans. For example, if humans are more sensitive to motions
of anger from male embodiments, this suggests that such behaviour needs to be
moderated in order to create more desirable impressions.

In this paper, we present a pilot experiment investigating the perception of
six basic emotions (anger, disgust, fear, happiness, sadness and surprise) from
upper body movements that have been mapped onto virtual characters of the
same and opposite gender from actors who originally conducted the movements.
A corpus of emotional gestures was recorded from the performances of male and
female actors using a Microsoft Kinect [4]. These movements were mapped onto
virtual character as follows: movements generated by a Female Actor (FA) were
mapped onto both Female and Male Characters (FC and MC) and movements
generated by a Male Actor were mapped onto both Male and Female Characters
(MC and FC).

We expected that when the gender of the virtual character was congruent with
the gender of the original actor, the recognition rate of the expressed emotion
would be higher. An online experiment was performed to test our hypothesis,
in which videos of the virtual characters were shown to twenty-four subjects.
The results indicated that when the virtual character’s gender is congruent with
the gender of the original actor, the recognition rate of the expressed emotion is
higher for a subset of the six emotions considered here.

This paper is organised as follows. The next section (Section 2) provides a sum-
mary of relevant literature. Section 3 presents the corpus that was recorded with
the Microsoft Kinect as part of this study, detailing the mapping process and the
virtual stimuli used in the experiment. Section 4 describes a pre-experiment and
Section 5 provides details of the mapping from actors to virtual characters. Sec-
tion 6 describes the online perceptual experiment, summarising and discussing
the main results. Finally, Section 7 summarised the contributions and limitations
of the work in the context of future studies of impact in this domain.

2 Related Work

In the affective computing and computer animation communities, there has been
growing interest in the study of perception of emotion from body movement us-
ing virtual characters.McDonnell and colleagues [1], for example, investigated the
perception of emotion expressed by virtual characters with different embodiments
and, more recently, the ability of humans to determine the gender of conversing
characters based on facial and body cues [5]. Ennis and Eggs [6] explored the use
of complex emotional body language for a virtual character and found that partic-
ipants are better able to recognise complex emotions with negative connotations
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rather than positive. Castellano et al. presented an experiment investigating the
perception of synthesized emotional gestures performed by an embodied virtual
agent based on actor’s movements with manual modulations [3].

In previous work on copying behaviour of real motion in virtual agents [7], it
was shown that movement expressivity can convey the emotional content of peo-
ple’s behaviour, e.g., if a virtual agent’s expressivity is not altered, then emotional
content cannot be conveyed effectively. Investigations in [8] considered whether
and how the type of gesture performed by a virtual agent affects the perception of
emotion, concluding that a combination of type of movement performed and its
quality are important for successfully communicating emotions.

In relation to gender perception from body movement, early studies by Ko-
zlowski and Cutting [9] argued that the gender of walkers can be accurately
recognised without familiarity cues from dynamic displays of point-light sources
placed on upper/lower-body joints, respectively. Further, they also pointed out
how changes in the degree of arm-swing or in walking speed can interfere with
this recognition. More recently, gender recognition has had an important impact
in computer vision, where researchers have developed several approaches based
on 2D-3D facial or full-body analysis (see [10] for a survey). However, relatively
little is currently known about the effect of gender on the perception of emotion
from body movement; the majority of studies within psychology and neuro-
sciences have focused on perception of emotion from facial expressions, showing
that females are better at perceiving emotion from facial expression than males
(e.g. [11]), and that different brain regions are activated by females and males
when viewing facial expressions that are expressing sadness and happiness [12].
Further, Bartneck et al. [13] studied the effect of both culture and gender on the
emotion recognition from complex expressions of avatars.

Tracking movement is not a new domain of research and there are a number of
approaches that have been used in the past. One of the most common techniques
is motion capture using body sensors or markers. These systems are typically
expensive and usually require the sensors or markers to be positioned at selected
places on the user. Although researchers have developed wearable systems that
can capture movement for mapping onto virtual characters [14], there are other
alternatives including computer vision approaches. The advances of vision-based
human motion capture have been well documented [15] and they are becoming
more popular. For our experimental implementation we focused on the later
approaches by utilising Microsoft Kinect as a low-cost alternative for capturing
motion. The maximum distance Kinect can operate is 5 metres and random
error accuracy ranges from a few millimetres at 0.5m to 4cm of error at 5m [16],
providing reasonable accuracy for some categories of motion recording.

3 Data Collection from Actors

A corpus of emotional gestures was recorded from the performances of male and
female actors using a Microsoft Kinect as follows.

Two amateur actors (1M:1F) were recruited to act six basic emotional states:
anger, disgust, fear, happiness, sadness and surprise. The actors were instructed
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about the final goals of the emotional gesture mapping experiment and provided
their written consent for using the recorded video and numerical data for research
purposes.

The actors were instructed to stand facing the camera and were asked not to
move beyond the boundaries of a square area marked on the center of the stage.
This constraint has been imposed to minimize potential tracking problems, such
as occlusion, which may occur due to the use of a single Kinect if the actors were
free to walk around the stage.

Each performed gesture involved the actor starting from and returning to
a starting pose (i.e., standing still with arms along the body). Each gesture
lasted up to 6 seconds. Actors could decide the gesture starting time by clapping
their hands, after which the 6 second interval was measured. At the end of the
recording interval, a sound informed the actor that they should return to the
starting pose.

For each of the 6 emotional states the actor had to perform 10 repetitions,
with a break of approximately 15 seconds between consecutive repetitions. The
emotional expressions were performed in the following order: anger, sadness,
happiness, surprise, fear, disgust.

Before performing the 10 emotion repetitions, actors were prepared with a
short predefined scenario in order to support them. For example, for sadness:
“You are listening to your iPod, when it drops, you pick it up, but it won’t
work.”

Kinect Studio (part of the Windows Developer Toolkit) was used to record
the actors, saving the information required for the mapping of motions to the
characters described in Section 5. After each gesture was performed by the ac-
tor, a Kinect data file was generated containing colour and depth information
(Figures 3a and 3b). Thus the actors were recording at the same session and the
virtual characters were mapped at a later stage.

4 Pre-experiment User Study

From the corpus of gestures recorded in the data collection phase (Section 3),
three gestures per emotion per actor were selected to form a final set of gestures
that were as diverse as possible for each emotion.

A categorisation task was performed in order to identify those gestures from
the actors that were most recognisable for each emotion. Twenty participants
took part in this pre-experiment user study, which utilised a six-alternative forced
choice paradigm: participants were asked to watch the video stimuli of the real
actors and in each case indicate which one of the six basic emotions they thought
was being expressed. While a forced choice paradigm does not allow participants
to deviate from the proposed alternatives, it forces them to select the single
closest option matching their judgement, which was desirable for the purposes
of this study.
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Fig. 1. The interface of Kinect Studio

The face and hands of the actors in the videos were blurred so as not to in-
terfere with the focus of the study, which is upper body movement. For each
actor and for each emotion, the gesture with the highest recognition rate was
selected (Table 1). A few gestures had the same recognition rate: in these cases,
the gesture whose expressed emotion was the most highly rated/less misclassi-
fied across all emotions for that specific gesture was selected for the character
mapping phase, described in the next Section.

Table 1. Recognition rates of the body movements performed by the actors

Anger Disgust Fear Happiness Sadness Surprise

Female actor 75% 35% 50% 85% 90% 55%

Male actor 85% 75% 65% 85% 90% 70%

5 Character Mapping

Starting from the collected actors’ data (Section 3) and the corresponding recog-
nition rates (Section 4), the character mapping stage involved two free pre-made
3D character embodiments, one male and one female, that were chosen from
Mixamo1.

1 http://www.mixamo.com

http://www.mixamo.com
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Fig. 2. The virtual character’s skeleton data generated by the auto-rigging process

The mapping between the actors’ motions and characters was conducted us-
ing a custom made real time skeleton motion tracking application developed in
Visual Studio 2012 using the Microsoft for Windows SDK and Digital Rune En-
gine 2, which was used for rendering. This engine extends the XNA functionality
making it easy to integrate the Kinect SDK in the engine.

As described in Section 3, movement tracking was conducted using the Kinect
SDK that analyses the depth data from the camera and provides skeleton data
(see Figure 2). This data consists of the movements of a set of joints. However,
these joints differed from those in the characters (Figure 2). An auto-rigging
service from Mixamo was used to create the same skeleton system for both
characters, which was imported into our application.

Next, joints were mapped from the Kinect skeleton matching the actors’ mo-
tions to the skeleton used in the virtual characters, i.e., the Hip Center joint
was mapped to the mixamorig:Hips0. This enabled the skeleton of the virtual
character to copy the movements of the actors standing in front of the camera.
Kinect Studio was used to connect the recording to our application for rendering,
which was recorded using the Fraps 3 video recording utility. Female and Male
Actors (FA and MA) were mapped onto both Female and Male Characters (FC
and MC): a total of 24 videos were created during this phase (6 emotions x 2
actors x 2 characters).

There were a number of limitations to recording with a single Kinect: In
particular, there is no finger tracking so the hands of the character are not
mapped and remain in the same position in the generated videos. As in the case
of the videos of the original performing actors, a blurring effect was placed on
the head and hands of the virtual characters.

For each video, the process consisted of (1) a recording played in Kinect studio
(Figure 3a and b), (2) a Fraps recording of the output of our application (Figure
3c) and (3) application of the blurring effect applied to the video (Figure 3d). The
outputs of this process were the set of final mapped videos of virtual character
movements to be used in the experiments, described in the next Section.

2 http://www.digitalrune.com
3 http://www.fraps.com

http://www.digitalrune.com
http://www.fraps.com
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Fig. 3. RGB data output from the camera (a); depth data output from the camera
(b); mapped avatar using the recorded data (c); blurred video using Sony Vegas (d)

6 Experiment

This section describes the experiment and methodology employed to assess the
following hypothesis: when the gender of a virtual character is congruent with
the gender of an original actor, the recognition rate of the expressed emotion is
higher.

6.1 Participants

Twenty-four anonymous participants took part in the experiment. They were
contacted by sending an invitation letter to a number of research mailing lists.

The order of the 24 videos the participants had to evaluate was randomised
by using a 24 24 latin square. Each user was assigned to a different row of the
square, consisting in a randomised sequence of 24 videos. This approach allowed
for a balancing of practice effects across participants.

In order to ensure that participants were assigned all 24 sequences from the
latin square, a PHP script4 automatically assigned the first element of a pool

4 The script is freely available for research purposes at the address:
https://sourceforge.net/projects/phptestproject/.

https://sourceforge.net/projects/phptestproject/
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containing all the available sequences (i.e., the sequences not yet evaluated by
participants) to each participant as they started to perform the experiment. If
the experiment was not completed in 3 hours, the assigned sequence was put
back in the pool of the available sequences. Otherwise the sequence was marked
as “completed”.

To play back videos, the script uses the free version of JW Player 5. Also, it
performs a web browser version check to reduce the risk of compatibility issues
with the experiment web-based interface.

6.2 Procedure

The participants were instructed to navigate to a web page specified in an email
message as explained in previous section. The web page contained a brief de-
scription of the experiment goals and duration. Participants were also informed
that no personal data was collected during the experiment and that they could
leave the experiment at any time just by closing their web browser.

After commencing the experiment, a graphical interface was displayed. Par-
ticipants were instructed to click on the play button to start the video playback.
They were asked to provide an answer to the proposed question (“Do you think
that the emotional state expressed by the person is:”) after watching each video
entirely. They could also watch the video again as many times as they wished.
The answer to the question was constrained to one of 6 emotional states listed in
alphabetical order: anger, fear, disgust, happiness, sadness, surprise. Participants
were not allowed to provide a blank answer (e.g., “no emotion” or “other”).

6.3 Results

In order to investigate the effects of gender mapping on the perception of emotion
in the virtual stimuli, a statistical analysis was performed. Two Wilcoxon tests
(N = 24) were performed for each emotion, one for each actor, for a total of
twelve tests. As the data is not normally distributed, the Wilcoxon test was
preferred to the t-test.

In each Wilcoxon test, the gender of the virtual character used to map the
original actor’s movement was considered as the independent variable (two lev-
els), while the emotion rating (i.e., the accuracy performance) was considered as
the dependent variable (one level). Each Wilcoxon test aimed to explore whether
there is a significant difference in the rating of a specific emotion between stim-
uli in which the body movement expresses that same emotion when the virtual
character’s gender is congruent with that of the original actor and stimuli in
which the virtual character’s gender is not congruent with that of the original
actor.

Results showed a significant effect of the virtual character’s gender on the
emotion rating in three cases. When anger is expressed by the female actor,
the ratings of anger are significantly higher for the female virtual character

5 http://www.longtailvideo.com/jw-player

http://www.longtailvideo.com/jw-player
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(z = −2.236, N = 5, p = 0.01). When fear is expressed by the male actor,
the ratings of fear are significantly higher for the male virtual character (z =
−1.633, N = 6, p = 0.05). When happiness is expressed by the female actor,
the ratings of happiness are significantly higher for the female virtual character
(z = −2.121, N = 8, p = 0.017).

While the ratings of anger are substantially high, the ratings of fear and hap-
piness are not, although they are above chance level (see Table 2 for a summary
of the means and standard deviations for the Wilcoxon test). This is in contrast
to the results from the pre-experiment user study, which showed higher recog-
nition accuracies for happiness and fear in the real stimuli. This discrepancy is
possibly due to tracking and mapping issues related to the Kinect data, since
some movements are not tracked with a high accuracy.

Table 2. Means and standard deviations for the Wilcoxon tests: significant differences
between mean values are highlighted with a star (FA-to-FC = female actor to female
character; FA-to-MC = female actor to male character; MA-to-MC = male actor to
male character; MA-to-FC = male actor to female character)

Female actor Male actor
Accuracy
anger

*FA-to-FC μ = 71%, σ = 0.46
*FA-to-MC μ = 50%, σ = 0.51

MA-to-MC μ = 54%, σ = 0.51
MA-to-FC μ = 71%, σ = 0.46

Accuracy
disgust

FA-to-FC μ = 17%, σ = 0.38
FA-to-MC μ = 8%, σ = 0.28

MA-to-MC μ = 75%, σ = 0.44
MA-to-FC μ = 71%, σ = 0.46

Accuracy
fear

FA-to-FC μ = 13%, σ = 0.34
FA-to-MC μ = 17%, σ = 0.38

*MA-to-MC μ = 29%, σ = 0.46
*MA-to-FC μ = 13%, σ = 0.34

Accuracy
happiness

*FA-to-FC μ = 29%, σ = 0.46
*FA-to-MC μ = 4%, σ = 0.20

MA-to-MC μ = 29%, σ = 0.46
MA-to-FC μ = 38%, σ = 0.50

Accuracy
sadness

FA-to-FC μ = 87%, σ = 0.34
FA-to-MC μ = 79%, σ = 0.42

MA-to-MC μ = 92%, σ = 0.28
MA-to-FC μ = 87%, σ = 0.34

Accuracy
surprise

FA-to-FC μ = 25%, σ = 0.44
FA-to-MC μ = 29%, σ = 0.46

MA-to-MC μ = 46%, σ = 0.51
MA-to-FC μ = 42%, σ = 0.50

7 Conclusion

This paper presented an initial experiment studying the effects of gender map-
ping on the perception of emotion from virtual behaviour. We mapped emotional
body movements generated by real actors onto virtual characters using data
tracked with a Kinect. Movements generated by a female actor were mapped
onto a female and a male character, and movements generated by a male actor
were mapped onto a male and a female character.

Our hypothesis was that when the gender of the virtual character is congruent
with the gender of the original actor the perception of emotion is higher. Results
indeed showed that when the virtual character’s gender is congruent with the
gender of the original actor, perception of emotion is higher, but only for the
emotions anger, fear and happiness, in three out of the twelve cases considered
in our analysis.
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Results need to be further validated by collecting a larger corpus of emotional
gestures, also performed by actors from different cultures. However, despite the
current limitations of Kinect, we believe that our approach should be further
probed, as the possibility to use inexpensive equipment is desirable for devel-
oping, for example, more portable and wearable virtual and augmented reality
systems.
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