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Abstract. Weight and obesity management is one of the emerging challenges
in current health management. Nutrient-gene interactions in human obesity
(NUGENOB) seek to find various solutions to challenges posed by obesity and
over-weight. This research was based on utilising a dietary intervention method
as a means of addressing the problem of managing obesity and overweight. The
dietary intervention program was done for a period of ten weeks. Traditional
statistical techniques have been utilised in analyzing the potential gains in
weight and diet intervention programs. This work investigates the applicability
of machine learning to improve on the prediction of body weight in a dietary
intervention program. Models that were utilised include Dynamic model,
Machine Learning models (Linear regression, Support vector machine (SVM),
Random Forest (RF), Artificial Neural Networks (ANN)). The performance of
these estimation models was compared based on evaluation metrics like RMSE,
MAE and R2. The results indicate that the Machine learning models (ANN and
RF) perform better than the other models in predicting body weight at the end of
the dietary intervention program.
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1 Introduction

The main purpose of any weight-loss intervention is to ensure long-term weight loss.
The success of this depends on the initial weight loss. There is, therefore, a need to
track the progress of the patient in the dietary intervention program. More so, there is a
need to understand and consider the end-goal of patient’s adaptability and ability to
reach any degrees of weight change, which is related to different approaches for weight
management. Modifications in lifestyle that is aiming at weight-loss weight loss are
often readily applied as a preferred treatment for overweight and obese patients. A lot
of research work has gone into modelling body weight dynamics in humans [1, 2].
Some of the models aggregate observed clinical and laboratory data to make estimates
of expected outcomes [3] which can be referred to as the statistical model [4]. The
statistical model (1-D model) that predicts long term bodyweight seeks to require less
numerous individual parameter estimates (variable inputs) which would be easier to
implement in clinical practise [3]. It is known that statistical models aim to identify
relationships between variables, but the predictive capabilities (in terms of their
accuracies) of these statistical models are low [5].

This work aims to apply supervised machine learning methods, to predict future
body weight for individuals attending the dietary intervention program at a lower
margin of error. Additionally, we would like to find the best machine learning model
and compare it with the statistical and dynamic model for the predictive analysis of
body weight. In this study, the dietary intervention project is the Nutrient-gene inter-
action in human obesity (NUGENOB) [6] which was funded by the EU’s 5th frame-
work. It should be noted that since the during of the dietary intervention was in a period
of 10 weeks, it is considered as a short-term dietary intervention program.

The paper is organised as follows. In the next section, we discuss related works
followed by Data Collection method in Sect. 3. Section 4 presents the methodologies
for predictive analysis. We discuss in Sect. 5, the regression model evaluation metrics.
Section 6 presents results, and Sect. 7 presents the discussion, Sect. 8 discusses the
conclusion and future work.

2 Related Works

Most of the related works in relation to weight and obesity management in terms of
predicting weight relied on statistical/dynamic models. Therefore, this section will be
split into two parts:

2.1 A Dynamic Model Approach for Body Weight Change Management

From the mathematical point of view, the human body obeys the laws of energy
conservation which is based on the first law of thermodynamics [1]. The body is called
an open system because either low or high intake of food will add energy to the
process.
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This energy balance equation is known to take the form of [1]:

R ¼ I � E ð1Þ

Where I is the energy intake and E is the Energy expenditure. R is the rate of kcal/d
that are stored or lost [2, 3]. This basis of energy transfer has helped to provide a better
perception of how changes in any energy components can affect body weight change.
Adopting this view, led to the development of compartmental equations with state
variable tracking changes in energy derived from protein, fat, and carbohydrate [4, 5].
The Hall model was able to identify different state of transitions from energy intake to
Energy expenditure which in the long run provides essential information into the
mechanism behind human body weight change [4].

Forbes model also provides an intuition into how Fat-free fat mass (FFM) and fat
mass are companions; i.e. increase/decrease in fat mass will be followed by an
increase/decrease in FFM [6]. The equation for women relates to this;

FFM tð Þ ¼ 10:4ln
F tð Þ
D

� �
ð2Þ

Where D = 2.55 and F tð Þ is the Fat mass

FFM tð Þ ¼ 10:4ln
F tð Þ
S

� �
ð3Þ

Where S = 0.29 and F tð Þ is the Fat mass
Furthermore, Chow and Hall were able to create a more sophisticated method by

coupling the fat-free mass (FFM) model proposed by Forbes equation through a two-
dimensional dynamic model [7].

2.2 Machine Learning Approach for Body Weight Management

As an alternative to the dynamic approach for body weight change dynamics, machine
learning has proven to be useful due to its ability to perform predictive analysis and
drawing inference on health data [8]. This section discusses various approach by which
machine learning has come to play in management overweight and obesity.

Machine learning in medicinal services can be viewed as a type of preventive
healthcare. Preventive healthcare services guarantee that measures are taken to forestall
disease occurrence, as opposed to disease treatment [9]. There are various degrees of
preventive healthcare strategies techniques. The methodology frequently utilized
through machine learning system is secondary prevention of health care. This proce-
dure plans to identify, analyze health conditions before the development of the
symptoms of complications arising in general wellbeing/health status of patients.

One of the capabilities of machine learning applications is the ability to identifying
patterns in data. Such abilities can be utilized to early diagnosis of diseases and health
conditions like cardiovascular diseases. Various techniques like Parameter Decreasing
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Methods (PDM) and Artificial Neural Network (ANN) were applied to identify vari-
ables related to the development of obesity [10]. This strategy distinguished 32 factors,
for example, individual data about the way of life containing nutritional habits and
genetic profile which are credited to potential elements expanding the danger of car-
diovascular illnesses. The utilization of this combined technique yielded an accuracy of
77.89% in the approval tests in characterization assignments identifying with stoutness.
The BMI examinations had an accuracy of 69.15% in the forecast of a risk factor for
CVD as an independent factor [10]. This method has helped in detecting weight gain at
the early stage of development. Early detection of weight gain could be a signal for
patients in taking positive action about their lifestyle and simultaneously minimizing
health care governmental costs [10, 11].

Furthermore, in the quest to applying secondary preventive health care, a machine
learning system was created (a fuzzy logic system), which aimed at predicting degrees of
obesity to guide the physician’s decision making [12]. The system was designed because
it is perceived that BMI doesn’t evaluate muscle to fat ratio precisely since it does
exclude factors like age, sex, ethnicity, and bulk, giving a false diagnosis of body fatness
[13, 14]. Also, another technique that was utilised in predicting overweight/obesity
based on body mass index and gene polymorphisms is “Decision trees”.

Decision trees were utilised in predicting early healthy and unhealthy eating
habits [15].

Decision trees helped in identifying allelic variants associated with rapid body
weight gain and obesity [16].

Also, neural networks have enhanced the capacity to predict long-term outcomes
[17] from pre-operative data in bariatric surgery patients substantially over linear [18]
and logistic regression [19]. Neural networks may have similar potential to amplify
predictions of long-term weight loss success during lifestyle interventions and long-
term behavioural adherence to physical activity recommendations [20].

From another dimension of using the concept of unsupervised machine learning,
analysis of the patient’s profile at the entry of the dietary intervention program was
carried out by applying K-means clustering [21] on NUGENOB data. It resulted in
better the understanding of weight-loss threshold in a dietary intervention program.

3 Data Collection

Health data analysis can enhance the efficiency of health policymakers to capture health-
related issues [22]. Health data that are utilized in getting more insight into trends in
diseases outbreak which can serve as the primary contact to an individual in a relevant
population [23]. Concerning weight and obesity management, dietary intervention is a
measure aimed at controlling body weight and obesity. Health data are usually generated
during health intervention programs. An example of a health intervention program is
Nutrient-gene interactions in human obesity (NUGENOB). The objective of this
intervention program was, to examine if a 10-week low-fat hypo-energetic diet has
a more beneficial effect on body weight, body composition and concentrations of fasting
plasma lipids, glucose and insulin than a high-fat hypo-energetic diet [24, 25]. This was
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achieved by conducting a Randomised intervention trial with obese subjects from eight
centres in seven European countries. The samples extracted from the NUGENOB data-
base include attributes from individual subjects in the dietary intervention. These attri-
butes are also referred to as the subject’s profile.

The subject’s profile is categorised as:

• Subject’s Diet’s Composition, e.g. High and Low-Fat food content
• Anthropometry Measurement, e.g. height and weight, waist
• Metabolic Rate Measurements
• Body composition measured by Bioimpedance analysis, e.g. fat mass and fat-free

mass
• Biochemical Components Measurements, e.g. LDL - and HDL-cholesterol, and

Fasting Plasma Insulin

The number of data-features is 25. It should be noted that not all features would be
utilized for both machine learning and dynamic approach. Feature selection would be
carried out for machine learning algorithms to select the best variable required for the
predictive analysis. For better understanding of impact of diets on patients, the body
weight percentage change distribution was calculated, and the distribution is shown in
Fig. 1.

Percentage Weight-loss Distribution after Week 10

Fig. 1. Percentage body-weight-distribution after week 10

A Machine Learning Approach to Short-Term Body Weight Prediction 445



4 Methodologies

Two methods were applied in predicting body weight at the end of the dietary inter-
vention program. They are:

4.1 Machine Learning Approach to Body Weight Change Dynamics

Machine learning (ML) are computational methods that computers use to make and
improve predictions based on data. Machine Learning is a branch of artificial intelli-
gence that can be used for predictive analytics. The use of machine learning in pre-
dictive analysis of body weight at the end of the dietary intervention program (week
10) seeks to evaluate the performance and capabilities on how it can provide aug-
mented information for health care providers. In the long run, this is expected to
improve the efficiencies of health care providers [26].

A blueprint on how input variables are structured in the machine learning models is
shown in Fig. 2. Our Machine learning models are implemented using the CARET in R
[27]. The process involved in the machine predictive analytics is described in Fig. 3.
After the acquisition of data, the next phase is the feature selection. Feature selection in
machine learning refers to techniques involved in selecting the best variables required
for a predictive model.

Fig. 2. Machine learning blueprint for weight-change predictive analysis
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Feature selection is usually carried out to increase the efficiency in terms of
computational cost and modelling and mostly to improve the performance of the
model. Feature selection for machine learning modelling can be achieved using a
method called Boruta. Boruta algorithm is a wrapper built around the Random Forest
classification algorithm implemented in the R package RandomForest [28]. It provides
a stable and unbiased selection of essential features from an information system. Boruta
wrapper is run on the NUGENOB dataset with all the attributes, and it yielded 11
attributes as essential variables. The selected variables are shown in Table 1.

Fig. 3. Machine learning predictive analytics processes

Table 1. Showing features selected variables

Variable names

1. Age 2. Body Weight@ Week 0 (Base-
line)

3. Gender

4. Mean waist-hip ratio
baseline

5. Fat mass baseline 6. Fasting glucose
baseline

7. Basic metabolic rate
baseline

8. Energy expenditure. T.0 9. Height

10. HOMA Insulin
resistance(I0)

11. Fasting insulin baseline
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Machine Learning Models
The two common methods used in machine learning are supervised and unsupervised
learning. Supervised learning technique is used when the historical data is available for
a particular problem and this deem suitable in our case. The system is trained with the
inputs (historical data) and respective responses and then used for the prediction of the
response of new data. Conventional supervised approaches include an artificial neural
network, Random Forest, support vector machines.

i. Multivariate Regression Analysis
In multiple linear regression, there is a many-to-one relationship, between a wide
variety of independent variables (input) variables and one dependent (response) vari-
able. Including more input variables does not always mean that regression will be better
or provide better predictions. In some cases, adding more variables can make things
worse as it results in overfitting. The optimal scenario for a good linear regression
model is for all of the independent variables (inputs) to be correlated with the output
variable, but not with each other. Linear regression can be written in the form:

yi ¼ b0 þ b1 þ b1xi1 þ . . .bpxip þ ei ð4Þ

Where yi represents the numeric response for the ith sample, b0 represents the estimated
intercept, bj represents the estimated coefficient for the jth predictor, ei represents a
Random error that cannot be explained by the model. When a model can be written in
the form of the equation above, it is called linear in the parameters.

ii. Support Vector Machine
Support Vector machines are used for both classification and regression problems.
When using this approach, a hyperplane needs to be specified, which means a boundary
of the decision must be defined. The hyperplane is used to separate sets of objects
belonging to different classes. Support Vector Machine can handle linearly separable
objects and non-linearly separable objects of classes.

Mathematically, support vector machines [29] are usually maximum-margin linear
models. When there exists no loss of generality that Y = {− 1, 1} and that b = 0,
support vector machines are works by solving the primal optimisation problem [30]. If
there are exists non-linearly separable objects, methods such as kernels (complex
mathematical functions) are utilized to separate the object which are members of
different classes.

The most commonly used metric to measure the straight-line distance between two
samples is defined as follows:

min
w;n

1
2

wj jj j2 þC
XN

i¼1
ni

� �

Subject to : yiðw � xiÞ� 1� ni; ni � 0
ð5Þ

For a complete description of the random forest model, we refer the reader to [30].
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iii. Random Forest
Random Forest is an ensemble learning technique in which numerous decision trees are
built and consolidated to get an increasingly precise and stable prediction. The algo-
rithm starts with a random selection of samples with replacement from the sample data.
This sample is called a “bootstrapped” sample. From this random sample, 63% of the
original observations occur at least once. Samples in the original data set which are not
selected are called out of -bag observations. They are used in checking the error rate
and used in estimating feature importance. This process is repeated many times, with
each sub-sample generating a single decision tree. On the long run, it results in a forest
of decision trees. The Random Forest technique is an adaptable, quick, machine
learning algorithm which is a mixture of tree predictors. The Random Forest produces
good outcomes more often since it deals with various kinds of data, including
numerical, binary, and nominal. It has been utilized for both classification and
regression. The reality behind the Random Forest is the combination of Random trees
to interpret the model. Furthermore, the Random Forest is based on the utilisation of
majority voting and probabilities [31]. Random Forest is also good at solving over-
fitting issue. A more detailed process of the random forest model is explained in [31].

iv. Artificial Neural Networks
Artificial neural network mimics the functionality of the human brain. It can be seen as
a collection of nodes called artificial neurons. All of these nodes can transmit infor-
mation to one another. The neurons can be represented by some state (0 or 1), and each
node may also have some weight assigned to them that defines its strength or
importance in the system. The structure of ANN is divided into layers of multiple
nodes; the data travels from the first layer (input layer) and after passing through
middle layers (hidden layers) it reaches the output layer, every layer transforms the data
into some relevant information and finally gives the desired output [32]. Transfer and
activation functions play an essential role in the functioning of neurons. The transfer
function sums up all the weighted inputs as:

z ¼
Xn
x¼1

wixi þwb

For a complete description of the artificial neural networks, we refer the reader
to [32].

4.2 A Dynamic Modelling Approach to Body Weight Change Dynamics

The utilisation of weight-change models can enable patients to adhere to diets during a
calorie restriction program. This is because weight change models generate predicted
curves which is a form of diagnostic mechanism to test the difference between the
actual predicted weight loss and actual weight loss [27]. There are numerous existing
models, but they all require parameter estimates which on the long poses challenges for
clinical implementation [27]. A new model was developed by [33], which provided a
minimal amount of inputs from baseline variables (age, height, weight, gender and
calorie intake. A blueprint on how input variables are structured in the dynamic models
is shown in Fig. 4.
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This new model is an improvement to Forbe’s model [6] which takes in a minimal
amount of input in calculating the fat-free mass. We refer to the reader to [33] complete
biological details on the full model development, and present here is the performance
analysis of the dynamic model with other machine learning models. Dynamic mod-
elling was implemented using the multi-subject weight change predictor simulator
software [27].

5 Regression Model Evaluation Metrics

In the process of predictive analysis, errors will be generated. Such errors need to be
measured to understand better the accuracies of machine learning algorithms. When the
lower error is achieved, the better the predictive performance of the algorithms in term
of accuracies. Dataset is split into a training set (80%) and test set (20%). The training
set will be used to train the algorithm. The test set is usually used in measuring the
performance of the algorithms. The training samples for this study case is 443 (train-
set), while the testing samples (test-set) is 107 as depicted in Fig. 5. The test set is
usually called “the unseen data”. The result from the machine learning algorithms
(predicted result) will be compared to the test data (Unseen data). Thus, various metrics
will be utilised in measuring the degree of error between the actual and predicted
results. In this work, we used the Root Mean Square Error (RMSE), the Mean Absolute
Error (MAE), the fitness degree R2, A residual plots, will be utilised in measuring the
performance of these algorithms. These measures were standard in the literature,
generally for prediction analytics tasks. These measures includes:

• Mean Absolute Error (MAE)
The MAE is used in measuring the accuracy of continuous variables. The errors
generated from prediction analysis using the four selected algorithms are presented
in Table 3.

• Root Mean Square Error (RMSE)
The RMSE is essential to measure the prediction’s accuracy because it allows the
error to be the same magnitude as the quantity being predicted [34]. For best
predictability, lower RMSE is needed.

Fig. 4. Dynamic model blueprint for weight-change predictive analysis

450 O. Babajide et al.



• Coefficient of multiple determination R2 coefficients
R2 coefficient also called fitness degree. Better performances are achieved when R2

values are near 1. Ideally, if R2 = 1, the original series and the predicted one would
be superimposed. For best predictability, higher R2 is needed.

6 Results

The predictive analysis was carried out on predicting body weight at week 10 using
both Dynamic models and machine learning models. Four machine learning algorithms
(Linear regression, Support Vector Machine, Random Forest and Artificial neural
networks) were used for the predictive analysis of weight at the end dietary intervention
program (week 10). The performance of each machine learning algorithms and
dynamic model are carried out by calculating the mean absolute error and root mean
square based on the test-set are presented in Table 2. The test-set sample distribution is
displayed in Fig. 5.

It shows that Random Forest has the lowest error in predicting capabilities for
weight at week 10. Furthermore, in terms of R-square, as illustrated in Table 2,
dynamic models and machine learning models achieved R-square of over 93%. Ran-
dom Forest has the highest R-square value of 96%, which is a very good fit.

Testing Sample dataset for Body Weight at Week 10

Fig. 5. Test set body-weight at week 10 distribution

Table 2. Model comparison performance based on different metrics

LM SVM RF ANN Dynamic model

RMSE 4.309964 4.349037 3.268409 3.55828 4.629934
MAE 3.438419 3.493781 2.64141 2.763006 3.791817
R-squared 0.930191 0.930122 0.960241 0.953391 0.954028

Key: LM - Linear Regression, SVM - Support Vector machine, RF -
Random Forest, ANN - Artificial Neural Network
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7 Discussion

It should be noted that during the dietary intervention, two types of diets were
administered to patients. The two types of diets are low and high hypo-energetic diets,
i.e. the total calories in these diets is 600 kcal. These types of diets for obesity and
weight management in this study assumes that all participants adhere strictly to 600
kcal per day in other to have a considerable weight-change or weight-loss. Machine
learning and dynamic models come into play in the predictability of future change in
the body weight of participants in a dietary intervention. The quest is to either predict
actual body weight or to predict weight-loss at the end of the dietary intervention
program. In this study, body weight-loss means quantifying by how much participants
would lose weight during the diet intervention program.

The results for predicting actual body weight and computing the body weight-loss
are explained later on in the text. From the above results (Table 2), Random Forest and
Artificial neural networks algorithm perform best in predicting body weight, i.e. actual
body weight at week 10 (last week of diet intervention). The result is evaluated by
calculating their predictive error (Mean Absolute Error). The errors were found to be
2.64 and 2.76 kg. Having a lower error is one of the most important factors in pre-
dictive analysis.

Linear regression is a form of a statistical model that identify the relationships
between variables. However, it comes at the cost of predictive capabilities, which will
always result in a higher error [35]. This is reflected in the high mean absolute error for
the linear regression model (±3.438 kg). Dynamic models in the context of predicting
body weight change, explains energy inflows and outflows in the body, based variables
like age, height, weight baseline and gender in relation to time. Utilising dynamic
models in predicting short term body-weight produces a high error (Mean Absolute
Error) as compared to other Machine learning models with a lower error. However, in
terms of achieving a good r-square (variance), both dynamic models and machine
learning models are good to explain the variation of the dependent variables from the
independent variables(s). Applying Boruta method of feature selection for predicting
body-weight at week 10 (last week of diet intervention), variables such as initial body
weight at week 0, initial fat-mass at week 0, and energy expenditure and basic meta-
bolic rate play a significant role for predicting body weight at week 10. The technique
utilized in identifying variable’s relationship with the response as compared to other
variables used in the model is Random Forest variable importance.

From the results obtained, a mean absolute error of ±2.6 kg is achieved from
utilizing Random Forest algorithm. In order to expatiate more on this; assuming we
have a 10% reduction of actual body weight (94.23 kg) at week 10, it corresponds to
9.42 kg weight loss. The model would have predicted 84.81 kg ± 2.6 kg i.e. 3% error
in prediction.

Also,when computingweight-loss, comparing the actual percentageweight-losswith
the predicted percentage weight-loss, i.e. actual weight loss (9.9%) and predicted average
weight-loss (7.23%), the percentage prediction error for the weight-loss would be up to
27.6%. This error incurred in weight-loss prediction analysis is high. It is quite easy from
this study to predict the actual short-term body weight than short term body weight loss.
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Mean absolute error (MAE) has been utilized to interpret the effect of the error on
the models. In order to utilize RMSE, the underlying assumption when presenting the
RMSE is that the errors are unbiased and follow normal distribution [36]. Conducting
the Shapiro-Wilk normality test on the test-set. We had a p-value of 0.00276 (p-
value < 0.05) that shows that the distribution of the residuals are significantly different
from normal distribution which is also described in Fig. 5. This reflects that the dis-
tribution in the test set is not normally distributed. Hence, RMSE cannot be fully relied
on. RMSE and the MAE are defined differently, we should expect the results to be
different. Both metrics are usually used in assessing the performance of the machine
learning model. Various research indicates that MAE is the most natural measure of
average error magnitude, and that (unlike RMSE) it is an unambiguous measure of
average error magnitude [37]. It follows that the RMSE will increase (along with the
total square error) at the same rate as the variance associated with the frequency
distribution of error magnitudes increases which in turn will make the RMSE always
greater than MAE. Therefore, in this study, MAE would be the main metrics utilized in
assessing the model.

8 Conclusion and Future Work

One of the strengths of Random Forest is its ability to perform much better than other
machine learning algorithms due to its ability to handle small data sets. Since Random
Forest technique is majorly on building trees, it tries to capture and identify patterns
with a small dataset and is still able to generate a minimal error. In our case, the training
dataset is 443. In contrast to neural networks, it needs more dataset to train with, and
thus with the current dataset, it is expected that the predictive power of neural networks
would be much lower than Random Forest.

Comparing the computation performance for other models, it is evident that the
Random Forest performs best in the predictive analysis of body weight. Computa-
tionally, machine learning models achieve lower predictive error compared to dynamic
models in predicting short-term body weight. However, from the clinical point of view,
the minimum mean absolute percentage error produced from the discussed model
(Random Forest) in predicting body weight-loss is still high. The research work shows
the capability of both machine learning models and dynamic model in predicting body
weight and weight-loss. Future work includes hybridisation of machine learning and
dynamic models in predicting body weight-loss that are represented in terms of classes,
i.e. High, Medium and Low weight loss. This approach will provide more solution in
body weight-loss predictability. Also, further research work could address the inclusion
of dietary type for the predictive analysis, which can also provide information on which
diet to recommend under a specific set of conditions.
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