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Abstract. Physically Unclonable Functions (PUFs) have emerged as
a lightweight, viable security protocol in the Internet of Things (IoT)
framework. While there have been recent works on crypt-analysis of
PUF-based models, they require physical access to the device and knowl-
edge of the underlying architecture along with unlimited access to the
challenge-response pairs in plain text without encryption. In this work,
we are the first to tackle the problem of encrypted PUF-based authenti-
cation in an IoT framework. We propose a novel, generative framework
based on variational autoencoders that is PUF architecture-independent
and can handle encryption protocols on the transmitted CRPs. We show
that the proposed framework can successfully clone three (3) different
PUF architectures encrypted using two (2) different encryption protocols
in DES and AES. We also show that the proposed approach outperforms
a brute-force machine learning-based attack model by over 20%.

Keywords: Physically Unclonable Function + Cloning - Encryption -
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1 Introduction

Rapid progress in computing technologies, especially space and power-efficient
devices, have enabled the advent of the “age of Internet of Things (IoT)”. The
ToT ecosystem refers to the massive collection of ubiquitous and pervasive devices
that have been deployed across a variety of environments to collect and process
massive amounts of data. Applications of IoT devices range from wearable com-
puting devices, bio-implantable devices to monitor vital bodily functions for
direct human interaction, as well as for “smart” devices that we interact with on
a day-to-day basis. Due to the somewhat limited scope of computing resources,
the IoT nodes themselves do not process such information. Instead, they are
used as data collection agents that transmit the collected data to more pow-
erful edge servers for information processing. This information transmission is
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often done through wireless networks, which are prone to attacks and hence
require robust security protocols for ensuring the integrity of the transmitted
data. Security protocols, such as node authentication, have to be sufficiently
lightweight, yet highly secure to ensure that these protocols can be performed
on power-constrained IoT nodes.

Authentication protocols can vary from being very simple, such as physical
storage of a secret key on silicon devices, to complex cryptography-based algo-
rithms that can require significant power and area requirements on the device.
It has, however, been shown that the most straightforward authentication that
of physically storing the secret key on the node device can be bypassed through
physical and side-channel attacks [19]. Recovering the secret key through such
physical attacks can compromise the entire IoT network and hence compro-
mise the integrity and anonymity of the transmitted data. With the need for
lightweight, yet secure authentication protocols increasing with the rapidly grow-
ing use of ToT nodes, physically unclonable functions (PUFs) [15] have emerged
as a viable option for IoT node security [3].

Physically unclonable functions, or PUFs for short, are physical random func-
tions that exploit the unique physical variations that can occur during the man-
ufacturing process to create a “digital signature” for the device. This digital sig-
nature is dependent on the uniqueness of the device’s physical microstructure.
Since the physical structure is dependent on random physical aspects intro-
duced in the manufacturing process, it is not feasible to clone or duplicate the
exact physical structure of the device. In addition to their unclonable nature,
the PUF-based authentication protocol extends the single key-based authentica-
tion to using the challenge-response pair (CRP) based authentication. CRPs are
characterized by the application of an external stimulus (the challenge) to the
PUF and receiving an unpredictable, but a repeatable response. Each challenge-
response pair is unique to a PUF and hence can be used to verify the identity of
a given device. These characteristics of PUFs have made them highly conducive
for their widespread use in cryptography applications such as for identification
and authentication [21], digital rights management [14], bit-commitment proto-
col [21], and secure multi-party communication [23], to name a few.

The use of PUFs as the basis for IoT node authentication has gained momen-
tum in recent times [1,2,6-8]. PUF-based IoT node authentication has two fun-
damental processes - (1) an enrollment phase and (2) an authentication phase.
The enrollment phase involves the building of a database of CRPs between the
authenticating edge server and a data node. This is typically done before the data
node is “deployed” into the wild and involves the collection of a large number of
CRPs to ensure that the “replay” attack is prevented. The authentication phase
is the application of an authentication protocol, typically the use of the challenge
to the PUF and verification of the corresponding response. Figure1 illustrates
these processes in a typical IoT framework. While proven to be effective, the
enrollment phase allows for a malicious attacker to eavesdrop and construct a
complementary database of CRPs that they can then use to emulate, or rather
clone the PUF and thus compromise the integrity of the data node. There have
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Fig.1. A typical IoT architecture is illustrated. The inner figure shows the enroll-
ment phase and the authentication phase of a PUF-based IoT node authentication
scheme.

been advances that have now been proposed that the extraction of CRPs is then
destroyed, i.e., fuse the extraction wires, thereby eradicating the possibility of
cloning via this method.

The use of PUFs for IoT node security holds some security assumptions
as defined in [20]. Many of the proposed IoT networks using PUF authentication
in existing literature [1,6,7] make the following underlying assumptions: (1) a
malicious agent can have access to the collection of CRPs obtained in the enroll-
ment phase through malicious software attacks, although secret keys are not
explicitly known, (2) the challenge-response characteristics of the PUF within
the data IoT node is an implicit property and is not accessible to an adversary,
(3) the malicious agent has unrestricted to the communication channel and (4)
the modeling of PUF characteristics, either physical, mathematical or otherwise
is a complex task. Given that current designs of IoT nodes ensure that they
are tamper-proof [18,33], physical access to the PUF such as micro-probing is
somewhat tricky. Hence, PUF-based authentication has proven to be an effective
strategy for securing data nodes in an IoT framework.

While highly sophisticated and secure, PUF models are susceptible to cloning
using complex mathematical models and cryptanalysis. Common modes of crypt-
analyses include side-channel attacks [19,25], machine-learning (ML) attacks [24]
and software attacks, for example, worms and viruses [28]. Machine learning
models are particularly adept at cloning PUF models. The pioneering work of
Rithmair et al. [24], have shown great success in cloning PUFs, gaining cloning
accuracy of up to 99.99%. Most approaches to PUF cloning make two critical
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assumptions: (1) the underlying architecture must be known a priori, either
through invasive physical intrusions or explicit architecture knowledge and (2)
the challenge and response are sent through the communication channel in plain
text i.e., no encryption masks the direct relationship between challenge and
response characteristics of the PUF within the data node. Given that most, if
not all, communication in the wireless channel is encrypted through some hashing
or encryption technique, and most IoT data nodes are tamper-proof, these are
very strong assumptions to make, especially in the context of node security in
an IoT framework.

In this work, we aim to address these challenges and propose an architecture
independent modeling approach based on machine learning that does not require
any prior knowledge of the underlying PUF architecture. Additionally, we do
not assume that the challenge-response authentication is done via clear text
transmission, as is the case with existing approaches in the literature. This does,
however, come with an additional set of challenges that need to be addressed for
successful cloning of the PUF-based authentication. Namely, the challenges are
as follows: (1) the encryption protocols mask the relationship between external
challenge and the corresponding response, (2) most encryption protocols are not
easily broken and hence require us to uncover the secret key, which might not
be even possible if the challenges are encrypted using a one-way hash function
and (3) lack of physical access to the data node does not give us any auxiliary
data such as the PUF architecture type and/or other PUF characteristics.

We aim to overcome these challenges by learning an auto-generative model
which helps us to learn a discriminative latent space. This latent space model-
ing allows us to bypass the need to correlate the input challenge and the corre-
sponding response. This is achieved through the use of a variational autoencoder
(VAE). A variational autoencoder (VAE) consists of two parts, an encoder and
a decoder. We decrease the dimensionality of the input challenge into a smaller
dimensional subspace called the latent space. We then reconstruct the original
input using a decoder model from this latent representation. Hence, the latent
space forms a bottleneck, forcing the model to effectively compress the input
data to a more discriminative representation for easier PUF response modeling.
However, in addition to the traditional decoder, which attempts to regenerate
the input challenge, we also introduce a decryption decoder head. The decryp-
tion head attempts to decrypt the original challenge from the encrypted version
without the need for knowing the secret key. This allows us to ensure that the
bottleneck layer, or the latent space, to be influenced by both the discrimina-
tive nature of the compressed representation as well as the original, plain text
challenge.

In short, our paper makes the following novel contributions:

— we propose a machine learning-based cloning model on PUF architectures
that do not require any prior knowledge and physical access to the IoT node,

— we show that the proposed approach can successfully clone the PUF model
even if the challenge-response pair is encrypted,
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— we show that the use of a generative model such as a variational autoencoder
can help learn a discriminative latent space that is robust to noise, encryption,
and masking which are common traits of many cryptography models used for
data encryption, and

— we show that generative modeling can potentially lead to more effective prob-
ing of the PUF models to create or recreate the PUF’s CRP database without
explicit access to the server.

To the best of authors’ knowledge, this is the first such framework to evaluate
the case of PUF-based IoT node authentication with encryption techniques while
not requiring any prior knowledge of the PUF architecture. We show that the
proposed approach can successfully clone three (3) common PUF architectures
encrypted using two (2) common encryption protocols. Combined, they form
some of the more common IoT node authentication protocols proposed in the
existing literature.

The rest of the paper is laid out as follows. We give a brief introduction
to physically unclonable functions (PUFSs), their use in IoT node security and
the associated encryption protocols in Sect. 2. We introduce the proposed latent
space modeling using a variational autoencoder and the training strategy for
cloning an encrypted PUF protocol in Sect.3. We present a baseline approach
for cloning an encrypted PUF protocol by brute-force machine learning models
in Sect. 4.1 following the experimental evaluation of the proposed approach in
Sect. 4.2. Finally, in Sect.5, we conclude with a discussion on the feasibility of
the proposed approach.

2 Background and Related Work

In this section, we introduce the necessary terms and background knowledge
that are relevant to the proposed approach. We begin with an introduction to
physically unclonable functions and their application in IoT node security. We
then review existing work on cloning or attack models on PUF models. We
conclude with a short review of commonly used encryption protocols.

2.1 Physically Unclonable Functions

Physically Unclonable Functions [14,15], or physical random functions, are an
embodied version of physical functions that maps an external stimulus (the
challenge) to a random, but a repeatable response. The physical function is
characterized by the inherent randomness introduced during the manufactur-
ing process and is nearly impossible to replicate given a polynomial amount of
resources. A PUF model’s characteristics are best expressed through the collec-
tion of challenge-response pairs (CRPs) and hence form the basis of most, if not
all, PUF-based security protocols. PUFs can be categorized into two types based
on the number of valid CRPs, namely weak PUF's and strong PUFs [26]. A PUF
is said to be a weak PUF if it has a fixed, small set of CRPs that are valid and
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are assumed to be access restricted. Strong PUFs, on the other hand, leverage
large amounts of the inherent unpredictability and hence possess a large number
of CRPs. They are also considered to have an unprotected physical interface and
are more commonly used in security applications. We refer the reader to [26] for
an extensive review of weak and strong PUF models.

There have been numerous PUF models introduced and evaluated over the
years. Broadly, they can be divided into two major groups - the time-delay
based models and the memory-based models. Time delay-based models include
ring oscillator PUFs and Arbiter PUFs or APUF and its variations such as feed-
forward arbiter PUFs. Such PUF models can generate real-time, chip-specific
signatures without the need for expensive memory for key storage and thus,
have been particularly conducive to device authentication, intellectual property,
and data privacy preservation to name a few. Memory-based PUF models, on the
other hand, exploit the variations between matched silicon devices of memory
elements to characterize the inherent random function. Some common bistable
memory elements that are exploited for the PUF functions are SRAM, latches,
and flip-flops. Again, we refer the reader to [16] for a more detailed review of
PUF architectures, which is beyond the scope of this paper.

2.2 PUFs for IoT Node Security

The use of PUFs for IoT node security [1,2,6-8,17] has gained momentum in
recent days. Such approaches can be classified into two major categories - PUF-
based authentication and PUF-based key generation for cryptography-based
approaches [30]. In PUF-based device authentication, the nature of strong PUF
models to possess a large number of CRPs is exploited to build a robust authen-
tication protocol. A trusted party, the authentication server, randomly applies
a set of external stimuli or challenges to create a database of valid CRPs for
authentication. This process is called the enrollment phase. Every time there is a
need for authenticating the node of data transmission within the IoT framework,
the server authenticates the node with a random challenge from the database of
CRPs. This process is called the authentication phase. Figure 1 illustrates both
these processes in a typical IoT framework. The other approach consists of using
the PUF response to generate cryptographic keys. The keys are typically gen-
erated by hashing the PUF’s response to a given challenge, which is processed
through an error-correcting circuit.

2.3 Cloning Attacks on PUF Models

The widespread introduction of PUF models into IoT node authentication has
seen an increase in approaches that attempt to test their effectiveness through
attacking or cloning the PUF model. Cloning a PUF model typically involves the
fitting of a complex mathematical function to capture the correlation between the
input challenge and the corresponding PUF response. There have been several
approaches, including leveraging machine learning models and physical model-
ing. Perhaps the most influential approach was introduced by Rithrmair et al.
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[24], who proposed a machine learning-based modeling of strong PUF models
using a predictive approach. The authors were able to clone the functionality of
the underlying PUF given the PUF model by evaluating model parameters using
LR with RProp and ES. While highly successful, they make the assumptions
outlined in Sect.1 and as such cannot be widely applied to practical IoT node
cloning using PUF models. The other type of approach [4,11] involves physical
access to the PUF model beyond just knowledge about PUF architecture and
model. They typically involve the use of machine learning approaches to model
the PUF response by exploiting the physical characteristics obtained through
side-channel approaches. Recently efforts have shifted to a combined ML and
side-channel (timing and power) to present an improved hybrid attack surface
[19,25]. A mathematical model-free ML attack using PAC (Probably Approx-
imately Correct) learning framework has been proposed in [12]. The authors
presented that an influential bit, if present in stable PUF response, can predict
the future response corresponding to a challenge with low probability.

2.4 Encryption Protocols for IoT Node Authentication

With the use of CRPs for IoT node authentication, the need for encryption pro-
tocols has risen due to the need for added security from eavesdropping protocols.
The use of encryption protocols in IoT node communication and authentication
has seen staggering rise [5,27,29,31,32]. In summary, the encryption protocols
used are the Data Encryption Standard (DES) [9] and the Advanced Encryption
Standard (AES) [10]. While there has been successful cryptanalysis of DES, it
still takes an extraordinary amount of compute and access to data to achieve
it, whereas there has not been a successful attack on the 128-bit AES encryp-
tion protocol. While encryption protocols have been used extensively in IoT
node communication, it requires some semblance of computation to get working.
Hence, there have been other protocols proposed to overcome such computation
power such as obfuscated CRPs [13] and substring matching [22], to name a
few. In this work, we consider the encryption protocols AES and DES as the
encryption mechanisms used for encrypting the CRPs in the IoT framework.

3 Learning a Latent Subspace for Encrypted CRPs

In this section, we introduce the proposed approach for learning a discriminative
latent subspace that can be used for machine learning-based cryptanalysis of the
security protocols in a typical IoT ecosystem. We begin with a brief introduction
to variational autoencoders, which form the backbone of the proposed approach.
We then introduce the proposed approach with a multi-headed decoder, which
helps learn a more robust subspace for better modeling of the encryption pro-
tocols. Finally, we expand on the strategy employed in the optimization process
for end-to-end training of the proposed network.
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Fig. 2. We illustrate the architecture of (a) typical autoencoder, (b) a typical varia-
tional autoencoder and (c) the proposed approach with multi-headed decoders.

3.1 Variational Autoencoders

Encryption techniques such as AES and DES, to name a few, secure the trans-
mitted data by injecting noise into the data through various techniques includ-
ing, but not limited to hashing and block cipher. By doing so, the actual data
within the transmitted information is hidden from prying influences. Hence, any
attempt to break the security of the encryption must either (1) know the encryp-
tion techniques and the hidden cipher to recover the original data, or (2) model
the underlying data distribution effectively to learn a model for manipulating
the information stream. While there have been existing work in crypt-analysis
for the former approach, the latter has not been explored extensively. Modeling
the internal structure of the data distribution offers three significant advantages:
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(1) knowing the underlying distribution allows us to reduce the dimensionality of
the data by ignoring the noise in the transmission, (2) allows for the possibility
of learning a generative model that clones the source of the data distribution,
which in our case is the PUF within the IoT data node, and (3) learning a gener-
ative model allows the attacker to probe the PUF with genuine, or rather, valid
challenges to further extract the PUF characteristics. To achieve the above, we
employ the use of an unsupervised neural network called autoencoders, or more
specifically, variational autoencoders.

An autoencoder is an artificial neural network trained in an unsupervised
manner. The major objective of the autoencoder network is to compress the
input data into an encoded representation and, more importantly, reconstruct
the original input from the compressed encoding. The autoencoder typically
consists of two networks working in tandem - an encoder and a decoder. The
encoder network compresses the input into a lower-dimensional representation,
called the latent space, by learning to ignore the noise and modeling the under-
lying data distribution. This latent space is represented by the bottleneck layer
of the network. The decoder network, on the other hand, aims to reconstruct
a representation that is as close as possible to the original input from the bot-
tleneck layer. This process is represented in Fig.2(a), where it can be seen that
the input to the encoder and reconstructed output from the decoder have the
same dimensions whereas the latent space or bottleneck layer has a lower dimen-
sionality. The training objective for an autoencoder network is to minimize the
reconstruction loss, which is typically an L2 loss or binary cross-entropy.

While incredibly useful in learning a compressed representation of a (poten-
tially) noisy input data, there is no way to restrict, or rather, predict the latent
space representation of a given input in a deterministic manner. This poses two
critical concerns. First, while very useful for compression, the latent space learned
in a traditional autoencoder is scattered. This leads to better reconstructions of
the input image but is not conducive to generate new samples that match the
valid distribution. Second, a deterministic latent space allows for better probing
of the PUF model through generating legitimate challenges. It also allows us to
model the PUF characteristics in a model agnostic manner. To overcome these
limitations, we employ the use of a variational autoencoder. A modification on
the traditional autoencoder network paradigm, a variational autoencoder aims
to restrict the latent space into a more deterministic manner by introducing an
additional optimization constraint. Figure 2(b) illustrates the typical architec-
ture of a variational autoencoder. As can be seen, the bottleneck layer is not
passed through to the decoder network directly. Rather, it is used to gener-
ate a normal distribution N(u, o) (i.e. mean p and standard deviation o). The
latent space is then sampled from this distribution to ensure that the bottleneck
layer follows a given set of distribution and hence is deterministic. The training
objective then becomes the reconstruction loss and the KL divergence loss to
ensure that the distribution follows the standard normal distribution N (0, 1).
This additional loss ensures that the parameters p and ¢ do not regress such
that the latent space of the encoder network is preserved. The objective function
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is given by
L£(0,¢,X) = E.q,(2x)(logPs(X|Z)) — Drc1.(q4(Z|X)|Ipe(Z)) (1)

where X is the input to be modelled (the encrypted challenge in our case), Z is
the hidden variables (the latent space) from which to generate new challenges,
po(X|Z) is the generative process done by the decoder and g4(Z|X) represents
the encoding process. # and ¢ represent the parameters of the decoding and
encoding processes, respectively.

3.2 Multi-headed Decoding for Robust Latent Subspace Modeling

The use of a variational autoencoder helps in providing a deterministic latent
space by forcing the encoder representations to follow a normal distribution.
Given that the only task of the encoder is to learn representations that can be
reconstructed, there can be a tendency to overfit to the sample distribution due
to the single-task learning paradigm. To overcome this inhibition, we propose
the use of a multi-headed decoder network to introduce a form of multi-task
learning. This provides a form of inductive transfer and allows us to form better
representations for modeling the PUF characteristics. In addition to the tra-
ditional reconstruction head, we introduce a second decoder which acts as a
brute-force decrypting mechanism. We assume that a minimal amount of CRPs
is available to the attacker in both plain-text and encrypted forms. Given the
multitude of possible eavesdropping mechanisms, this is not an unreasonable
assumption. The proposed architecture is shown in Fig.2(c), where it can be
seen that a joint representation, learning by the encoder, is used as the latent
space for both reconstructing the original challenge as well as the decrypted chal-
lenge. This allows the model to learn a latent space representation that captures
the inherent structure of a valid CRP while learning to ignore the noise induced
by the encryption protocols. In Sect. 4.2, we can see that the use of the second
decoder network as a brute-force decryption method offers better modeling of
the underlying PUF architecture.

Formally, the objective of the proposed network differs from the traditional
variational autoencoder (Eq.1). First, there is another generative process to
uncover the plain-text challenge represented by dw(f( |Z), where X represents
the plain-text challenge. Second, the generation of the decrypted challenge must
also be dependent on the encoded representation Z. This results in the updated
objective function given by

£(97 ¢a¢7 X7—§Z) = Ez~q¢(Z|X)(logP9(X|Z) + lOng(jZ|Z))
— Prrl9s(Z21X)|lpe(2))
where X is the clear text challenge, X is the input to be modelled (the encrypted
challenge in our case), Z is the hidden variables (the latent space) from which

to generate new challenges, pp(X|Z) is the auto-generative process done by the
first decoder, do(X|Z) is the decrypted generative process done by the second
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decoder and g4(Z|X) represents the encoding process. 6, ¢ and ¢ represent
the parameters of the two decoding processes and the lone encoding process,
respectively.

The addition of the second decoder network introduces the notion of multi-
task learning (MTT). The use of multi-task learning is crucial in many aspects,
especially considering that the number of CRPs available are often very low,
ranging from the low hundreds to a thousand. Since the encoder network is
shared among the two decoders, this reduces the possibility of the network to
overfit to the training set of the CRPs and helps generalize to unknown CRPs. In
addition to preventing overfitting, the hard parameter sharing paradigm offers
other benefits such as attention focusing, implicit data augmentation, reducing
representation bias, and regularization, to name a few.

3.3 Implementation Details and Training Strategy

Since the proposed architecture has a complex structure, we detail the imple-
mentation details and the training strategy for the approach here. The encoder
consists of four (4) densely connected layers, with each layer interspersed with a
dropout layer. Each dropout layer has a dropout probability of 50%. We reduce
the dimensionality of the input by 0.5x at each fully connected (dense) layer.
This follows the standard protocol in autoencoders to induce the bottleneck at
the end of the encoding network. Each of the two decoders (reconstruction and
decryption) consist of two fully connected layers that increase the dimensionality
back to the original dimension and decrypted challenge dimensions, respectively.
We also have a series of two (2) fully connected layers that take the latent space
as input and produces the PUF response as output. This is the only part of
the network that is trained in a supervised manner, i.e., using labels and tar-
get dimensions. The encoder and two decoders are trained in an unsupervised
manner.

Since the training data is limited, most neural networks tend to overfit to
the smaller amounts of data and do not generalize well to the other, unobserved
challenge-response pairs. To overcome this, we propose the following training
regimen. For ten epochs, we first train the network end-to-end only with the
reconstruction decoder as active i.e., it is trained first as a traditional variational
autoencoder. For the next ten epochs, we then train the decryption decoder
for ten epochs while freezing the weights of the reconstruction decoder. This
represents the unsupervised training portion of the proposed training regimen.
We then begin the supervised training process. In this part of the training, we
freeze the layers of the decoding structures and take the latent space produced
by the encoder network and feed it to a series of fully connected layers and
model the PUF response to the input challenge. The neural network’s target is
the PUF response. We train for a total of 100 epochs, with the unsupervised and
supervised portions interspersed together.
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4 Experimental Evaluation

In this section, we present the experimental evaluation of the proposed approach.
We begin with a description of a baseline approach against which we compare the
proposed approach. We then continue with the presentation of the quantitative
metrics from the experimental evaluation. We then conclude with a discussion
on the qualitative aspects of the proposed approach.

4.1 Baseline Approach: A Brute Force Attack on Encrypted PUFs

Given the one-to-one nature of the challenge-response mappings, it could be
argued that a simple mathematical model, such as any of those used in vari-
ous machine learning approaches, could be a viable alternative for cloning an
encrypted PUF architecture. To this end, we train and evaluate two (2) machine
learning-based models and one (1) neural network-based model. The two machine
learning-based models that we trained were logistic regression (LR) and random
forest (RF). We chose logistic regression as a baseline approach due to the fact
the pioneering work of Rithrmair et al. [24] successfully used the method to clone
various PUF architectures. While successful for cloning plain-text challenge-
response characteristics of PUF architectures, we evaluate the ability of logistic
regression-based approaches on the encrypted CRP setting. We chose the ran-
dom forest algorithm as another baseline approach due to its tendency to reduce
the overfitting nature of decision trees. Given the limited training data and the
inherent non-linear nature of the data distribution, the ensemble of decision
trees generated by the random forest algorithm provides a strong baseline. As a
final baseline, we use a neural network that is similar to the proposed approach.

Table 1. ML Model cloning accuracy and the time required for cloning a 64-Stage
Arbiter PUF encrypted with 128-bit DES and AES algorithms.

PUF model Encryption | Approach Accuracy (%) | Cloning time
64-Stage Aribter | DES LR (Brute) 46.9 1.2s
RF (Brute) 51.6 0.001s
MLP (Brute) 56.1 35.8s
Ours (no decrypt) |69.4 84.7s
Ours (no reconstr.) | 67.8 45.3s
Ours (full) 75.6 98.6s
AES LR (Brute) 48.7 1.95
RF (Brute) 54.7 0.005
MLP (Brute) 53.6 33.1s
Ours (no decrypt) |68.2 83.3s
Ours (no reconstr.) | 65.2 48.6s
Ours (full) 73.9 93.2s
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Instead of pretraining the feature extraction using the proposed approach of
variational autoencoders with multiple decoders, we use a standard multilayer
perceptron (MLP) network. It consists of an input layer, followed by two (2)
hidden layers (analogous to the encoder) that reduce the dimensionality of the
input and two hidden layers that increase the dimensionality (comparable to
the decoder) followed by the output layer that models the PUF’s characteristic
response. We choose this MLP architecture to emphasize the importance of the
proposed approach, which enhances the ability of the neural network to learn
discriminative features.

Table 2. ML Model cloning accuracy and the time required for cloning a 3 XOR PUF
encrypted with 128-bit DES and AES algorithms.

PUF model |Encryption | Approach Accuracy (%) | Cloning time (s)
3-XOR PUF | DES LR (Brute) 60.9 26.2s
RF (Brute) 59.4 0.31s
MLP (Brute) 51.1 70.85
Ours (no decrypt) |61.5 87.0s
Ours (no reconstr.) | 62.4 51.9s
Ours (full) 64.8 83.6s
AES LR (Brute) 53.8 30.2s
RF (Brute) 54.7 0.29s
MLP (Brute) 52.3 46.7s
Ours (no decrypt) |65.4 76.9s
Ours (no reconstr.) | 62.1 42.6s
Ours (full) 68.9 73.68

4.2 Quantitative Evaluation

Following experimental setup by [24], we report the upper bound of the attacker’s
ability to successfully clone a given PUF architecture as its accuracy in a super-
vised setting. To evaluate the ability of the proposed approach to cloning a given
PUF successfully, we consider two strong PUF architectures in a 64-stage Arbiter
PUF and XOR PUFs. We consider two (2) variations of the XOR PUF - 3-XOR
and 4-XOR PUFs to evaluate the ability of the proposed approach to generalize
to more complex architectures. We also consider two (2) conventional encryption
techniques - the Data Encryption Standard (DES) and the Advanced Encryp-
tion Standard (AES). We use the 128-bit versions of both encryption methods.
This gives us a total of six (6) different strong PUF architectures for validat-
ing the efficacy of the proposed method. We present the average results of the
experiments conducted over ten (10) trials and on a limited CRP regime of less
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than 250 CRP pairs for both training and testing. Although DES is suscepti-
ble to crypt-analysis, it is a non-trivial task. 128-bit AES is resistant to brute
force attacks, given that there can exist as much as 3.4 x 1038 key combinations.
Such characteristics make the task of cloning an encrypted PUF a challenging
problem.

Arbiter PUFs are often considered by many to be strongly predictable and
hence more susceptible to machine learning-based attacks. However, with the
added security of an encryption protocol, the predictability of an arbiter PUF
model can be considered to lower significantly. We can corroborate this in our
experiments with a 64-stage arbiter PUF. We present these results in Table 1.
It can be seen that the brute force attacks do not perform well on this task,
although some, such as logistic regression, have shown up to 99.9% accuracy in
cases when the challenge is not encrypted. Additionally, the addition of even a
relatively weak encryption scheme such as 128-bit DES significantly degrades
the performance of machine learning models. On the other hand, our proposed
approach can clone the Arbiter PUF model with significantly higher accuracy.
There is a significant difference in performance between the proposed approach
and the brute force models, even considering the similarly structured MLP app-
roach, which differs from the proposed approach only in that the unsupervised
training regime is not conducted on it during the training phase.

XOR PUFs offer a significantly higher challenge to the cloning problem com-
pare to the arbiter PUFs. As the number of stages grows, the predictability
of the PUF architecture reduces. This makes the XOR PUF more suitable for
nodes requiring additional security. The addition of encryption protocols such
as DES and AES makes it even more challenging to clone a given PUF archi-
tecture. We summarize the results of our experiments with 3 XOR and 4 XOR
PUFs in Tables1 and 2 respectively. We can see that as the number of stages
increases, the ability of the machine learning models to clone the PUF device
reduces drastically. It is important to note that in the literature [23,24], the
maximum number of XORs used is 6. We experiment up to 4 XOR PUFs in
this paper. We also find that in XOR PUFs, the role of the decryption head
is significantly higher than in arbiter PUFs. This could arguably be attributed
to the fact that each of the XOR nodes in the PUF architecture adds to the
non-linearity of the PUF characteristics, thereby reducing its predictability and
hence providing added security against machine learning attacks.

We also perform ablation studies to evaluate the impact of each of the com-
ponents that are part of the proposed framework: (1) decryption decoder head,
(2) the reconstruction decoder head and (3) the use of variational autoencoders
for unsupervised pretraining of the encoder network. It can be seen from each of
Tables 1, 2 and 3 that each decoder head adds significant improvements over the
base model. The performance improvement due to the addition of the decryption
decoder can be as high as 5.7% (Table1). Additionally, the mere use of neural
networks is not sufficient to guarantee successful cloning of a PUF architecture,
especially with the employment of encryption schemes. We can see that the use
of the objective functions described in Egs.1 and 2 and the unsupervised pre-
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training regimen described in Sect.3.3 add significant performance gains over
the vanilla neural networks (MLP). We observe as much as 20.6% improvement
in cloning accuracy for arbiter PUFs.

Table 3. ML Model cloning accuracy and the time required for cloning a 4 XOR
Arbiter PUF encrypted with 128-bit DES and AES algorithms.

PUF model |Encryption | Approach Accuracy (%) | Cloning time (s)
4-XOR PUF DES LR (Brute) 43.75 53.9s
RF (Brute) 42.2 1.8
MLP (Brute) 50.1 98.7s
Ours (no decrypt) |55.5 86.7s
Ours (no reconstr.) | 57.9 65.7s
Ours (full) 60.3 82.65
AES LR (Brute) 40.62 49.9s
RF (Brute) 48.43 1.3s
MLP (Brute) 50.23 112.9s
Ours (no decrypt) |57.6 93.1s
Ours (no reconstr.) | 59.7 81.4s
Ours (full) 63.9 97.6s

5 Conclusion and Future Work

In this work, we introduce and evaluate a novel, generative framework using
based on a variational autoencoder to clone PUF models over an encrypted
communication channel, which is a realistic scenario. We are, to the best of our
knowledge, the first to address the problem of encrypted CRPs. We show that the
use of the unsupervised pretraining using the proposed framework and training
regimen allows us to successfully clone a given PUF model without the need for
knowing the secret key used in the encryption protocol. Extensive experiments
show that the proposed approach can generalize even with a limited number
of CRPs and can show significantly higher cloning accuracy compared to brute
force machine learning models. In the future, we aim to show that the proposed
approach can generate or recover CRPs that are transmitted with obfuscation
and noisy channels.
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