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What Data Get to Travel in High Energy 
Physics? The Construction of Data 
at the Large Hadron Collider

Koray Karaca

Abstract  In present-day high-energy physics experiments, experimenters need to 
make various judgments in order to design automated data processing systems 
within the existing technical limitations. In this chapter, as a case study, I consider 
the automated data acquisition system used in the ATLAS experiment at the Large 
Hadron Collider (LHC) located at CERN, where the Higgs boson was discovered in 
2012. I show that the design of this system involves both theoretical and experimen-
tal judgments each of which has different functions in the initial data journey 
through which usable data are constructed out of collision events detected by the 
ATLAS detector. I also explore what requirements the foregoing judgments impose 
on the LHC data in terms of usability, mobility and mutability. I argue that in 
present-day HEP experiments these aspects of data are distinct but related to each 
other due to the fact that they are subjected to some common requirements imposed 
by the theoretical and experimental judgments involved in the design of data acqui-
sition systems.

1 � Introduction

The introduction of computer technologies to experimental high-energy physics 
(HEP) experiments in the fifties and sixties resulted in the automation of data pro-
cessing in HEP experiments (Galison 1997). Continuous advances in computer tech-
nologies have led to the ever-increasing automation of data processing in experimental 
HEP. This has made it possible to process increasingly large and complex data pro-
duced by increasingly more advanced particle detectors and colliders. As a result, 
experimental HEP has been progressively data intensive over the past 60 years, and 
this has been accompanied by important changes not only in terms of methods, tech-
niques, and tools employed in HEP experiments (Franklin 2013; Gutsche et  al. 
2017), but also in terms of organizational structures (Boisot et  al. 2011; Knorr-
Cetina 1999) and authorship (Galison 2003) in experimental HEP collaborations.
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The ATLAS and CMS experiments1 currently running at the Large Hadron Collider 
(LHC) located at CERN represent the state of the art in automated data processing in 
HEP experiments, as the level of automation achieved in these experiments is unparalleled 
in previous HEP experiments. While automation enables processing unprecedently 
large and complex data in the foregoing LHC experiments, it greatly reduces the need 
for human intervention in data processing. However, automation does not diminish the 
role of human judgments in this process. As I will discuss in this chapter, experimenters 
at the LHC need to make various judgments to be able to design automated data 
processing systems within the existing technical limitations.2 As a case study, I will 
examine the automated data acquisition system used in the ATLAS experiment. I will 
argue that the design of this system involves both theoretical and experimental judgments 
each of which has different functions in the automation of data processing in the ATLAS 
experiment. I will also explore what kinds of requirements the foregoing judgments 
impose on the LHC data in terms of usability, mobility and mutability, which are the 
general aspects of data in physical and biological sciences (Leonelli 2016).

In addressing the foregoing issues, I shall make use of the notion of data journey, 
which is a useful metaphor to characterize various processes that data undergo in 
experiments performed in physical and biological sciences (ibid.). In these 
experiments, data journeys start with the process of data acquisition. Some of the 
philosophical aspects of this process have already been discussed in the context of 
the LHC experiments (see, e.g., Morrison 2015; Beauchemin 2018; Karaca 2017, 
2018), and also in other contexts in this volume. In a case study concerning ocean 
science, Gregor Halfmann (in this volume) discusses the initial stage of data acqui-
sition where data is first produced. In a case study concerning astronomy, Götz 
Hoeppe (in this volume) discusses aspects of data acquisition concerning data inter-
pretation. In this chapter, I will focus on the initial data journey in the ATLAS 
experiment that links the production of collision events at the LHC to the stage of 
data acquisition where usable data are constructed out of collision events detected 
by the LHC, prior to the stage of data analysis and modeling (Karaca 2018; Leonelli 
2019; Boumans and Leonelli in this volume).

In scientific experimentation, data usability means the fitness of experimental data 
for its intended uses, namely data analysis and data modelling, which are aimed at 
serving the objectives of an experiment. In the context of present-day HEP experi-
ments, the term data is used to refer to collision events produced by collider systems 
such as the LHC and detected by detector systems such as the ATLAS and CMS detec-
tors. In the terminology of HEP, the term event denotes “the record of all the products 
from a given bunch crossing,” (Ellis 2010, 6) which occurs when two beams of parti-
cles collide with each other inside the collider. In the ATLAS experiment, proton 

1 The names of these HEP experiments are derived from the ATLAS (A Toroidal LHC Apparatus) 
and CMS (Compact Muon Solenoid) detectors located at the LHC.
2 The details of the design of the automated data processing systems used in the ATLAS and CMS 
experiments are explained in the technical design reports of these experiments, see ATLAS 
Collaboration 2003; CMS Collaboration 2002.
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bunches, rather than individual protons, collide inside the LHC at a rate of approxi-
mately 40 million times per second. These recorded collision events, amounting to 
petabytes (=1025 bytes) of data, are then processed and finally digitally recorded on 
tapes in databases at CERN. I shall call the foregoing journey of the LHC data the local 
data journey, as opposed to the global journey that I take to refer to the journey of the 
LHC data concerning its dissemination to researchers located inside and outside CERN.

The plan of this chapter is as follows. In Sect. 2, I will discuss how the criteria 
for usable data are specified in the ATLAS experiment. Also, I will characterize the 
experimental strategy used to search for usable data in this experiment. In Sect. 3, I 
will examine the local data journey at the LHC and show how usable LHC data are 
constructed out of event fragments detected by the ATLAS detector. In the final sec-
tion, I will argue that in the ATLAS experiment data mutability is required for data 
usability, and that the former is enabled by data mobility through the local data 
journey at the LHC.  Furthermore, I will identify the judgments involved in the 
design of the ATLAS data acquisition system. I will argue that as a result of the 
requirements imposed by the foregoing judgments, usability, mutability, and mobil-
ity are related, though distinct, aspects of the LHC data during its local journey.

2 � Selection Criteria and Search Strategy for Usable Data 
in the ATLAS Experiment

The ATLAS experiment at the LHC is a multi-purpose HEP experiment with two sets 
of objectives (ATLAS Collaboration 2003, Sect. 4): (1) to test the predictions of the 
present models of HEP concerning new particles, including the Higgs boson predicted 
by the Standard Model (SM)3 of elementary particle physics and the particles, such 
as new heavy gauge bosons, superpartners and gravitons, predicted by the theoretical 
models beyond the SM (BSM models) that have been offered as possible extensions 
of the SM model, such as super-symmetric and extra-dimensional models (Ellis 
2012); and (2) to search for unforeseen physics processes, i.e., those that have not 
been predicted by the present HEP models, including possible deviations from the 
SM at low energies. As I shall show in this section, the diversity of the objectives of 
the ATLAS experiment has a crucial bearing on what is considered usable data in this 
experiment, and also on the procedure through which this data is acquired.

The first set of objectives of the ATLAS experiment concerns a range of predic-
tions concerning different kinds of heavy particles (including the SM Higgs boson) 
that are predicted to be produced at high energies, while its second set of objectives 
concerns unforeseen physics processes which might occur at both high and low ener-

3 The SM consists of two different gauge theories; namely, the electroweak theory of the weak and 
electromagnetic interactions, and the theory of quantum chromo-dynamics which describes the 
strong interaction.
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gies. This means that the collision events relevant to the first set of objectives of the 
ATLAS experiment are also relevant to its second set of objectives concerning the 
discovery of unforeseen physics processes that might occur at high energies. 
Therefore, the objectives of the ATLAS experiment require different, but partly 
overlapping, types of collision events to be acquired during the stage of data 
acquisition.

In the context of present-day HEP experiments, collision events that have the 
potential to serve the objectives of the experiment are often referred to as interesting 
events. In the case of the ATLAS experiment, the signatures4 predicted by the SM 
for the Higgs boson are high transverse-momentum (pT)5 photons and leptons,6 and 
the ones predicted by the BSM models for new particles beyond the SM, such as 
new heavy gauge bosons W′ and Z′ and supersymmetric particles, are high pT single 
particles, namely photons and leptons, high pT jets as well as high missing and total 
transverse energy (ET).7 The aforementioned high pT and ET types of signatures 
might be produced at the LHC as a result of the decay processes involving the Higgs 
boson and the aforementioned particles predicted by the BSM models. The same 
types of signatures might also be produced at the LHC as a result of some unfore-
seen physics processes occurring at high energies (i.e. approximately above 
10 GeV). This means that the collision events containing high pT and ET types of 
signatures are relevant to both sets of objectives of the ATLAS experiment, thus 
making them interesting for the process of data selection.8 For this reason, in the 
ATLAS experiment, the selection of the interesting events relevant to the predic-
tions of the SM and BSM models, as well as to the discovery of unforeseen pro-
cesses at high energies, is performed by using selection criteria that consist of only 
the aforementioned high pT and ET types of signatures. These selection criteria are 
often referred to as inclusive triggers, in the sense that they constitute the main set 
of selection criteria in the trigger menu used in the ATLAS experiment.

As the above discussion indicates, the range of interesting events in the ATLAS 
experiment includes a wide variety of high pT and ET types of signatures across a 
wide range of pT and ET values, i.e., approximately from 10 GeV to 1 TeV. The tech-
nical limitations in terms of data storage capacity and data process time make it 
necessary to apply data selection criteria to collisions events themselves in real-
time, i.e., during the course of particle collisions at the collider (ATLAS Collaboration 

4 The term signature is used in experimental HEP to denote stable sub-atomic particles or energies 
into which unstable sub-atomic particles decay as a result of a physical process.
5 Transverse-momentum is the component of the momentum of a particle that is transverse to the 
proton-proton collision axis, and transverse-energy is obtained from energy measurements in the 
calorimeter detector.
6 A lepton is a spin ½ particle that interacts through electromagnetic and weak interactions, but not 
through strong interaction. In the SM, leptons include electron, muon and tau, and their respective 
neutrinos.
7 In this context, the term high refers to the pT and ET values that are approximately of the order of 
10 GeV for particles, and 100 GeV for jets.
8 The foregoing types of signatures also differ among each other, as the predictions to which they 
are relevant, namely those by the SM and the BSM models, are different from each other (for 
details, see ATLAS Collaboration 2003, Sect. 4; Karaca 2017).
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2012). Moreover, due to the aforementioned technological limitations, only a min-
ute fraction of the interesting events could be selected for further evaluation at the 
stage of data analysis. This necessitates, for the fulfillment of the objectives of the 
ATLAS experiment, that the trigger menu (i.e. the full list of data selection criteria) 
be sensitive enough to select the range of types of interesting events that will serve 
the entire range of objectives of the ATLAS experiment. If the trigger menu were 
not appropriate to this end, then the data selection procedure would be biased 
against certain types of interesting events. As a result, the ATLAS experiment would 
fail to achieve some of its objectives, as the fulfillment of a particular objective of 
the ATLAS experiment requires the acquisition of certain types of interesting events.

A major challenge in the ATLAS experiment is to perform data selection in an 
unbiased manner with respect to the various objectives of the experiment. This chal-
lenge has been addressed through a particular data selection strategy that aims at 
increasing the sensitivity of the trigger menu, and thus of the selection procedure. To 
this end, the foregoing selection strategy requires the trigger menu to be sufficiently 
diversified in terms of types of selection signatures that are appropriate for the vari-
ous objectives of the experiment. Since the ATLAS experiment is largely aimed to 
test the SM’s prediction of the Higgs boson and the predictions of the BSM models,  
the adopted strategy in the first place requires the trigger menu to be sufficiently 
diversified in terms selection signatures composed of only high pT and ET types of 
signatures relevant to the aforementioned predictions. This aims at extending the 
range of the relevant LHC data that could be acquired through the trigger menu.

In the ATLAS experiment, unforeseen physics processes might also occur at low 
energies, i.e., approximately below 10 GeV. Inclusive triggers are not appropriate 
for the search for novel pT and ET processes at low energies, as these selection crite-
ria consist of only high pT and ET types of signatures. Therefore, the selection strat-
egy adopted in the ATLAS experiment also requires the trigger menu to be 
sufficiently diversified in terms low pT and ET types of selection signatures. These 
selection signatures are referred as to prescaled triggers and determined by prescal-
ing inclusive triggers with lower pT and ET thresholds (<10 GeV) (for details, see 
ATLAS Collaboration 2003, Sect. 4.4.2). In this context, prescaling means that the 
amount of events that a trigger could accept is suppressed by what is called a pres-
cale factor in order for the selection process not to be swamped by the events con-
taining vastly abundant low pT and ET types of signatures, so that the aforementioned 
first set of objectives of the ATLAS experiment is not endangered. Prescaled trig-
gers are necessary for the trigger menu, and thus of the selection procedure, to be 
sensitive enough to the search for novel pT and ET processes at low energies. Since 
the events containing low pT and ET types of signatures have the potential to be of 
use for some SM studies of strong interactions (see, e.g., ATLAS Collaboration 
2016) as well as to provide support for new physics searches at low energies, pres-
caled triggers are especially aimed at further extending the range of the LHC data 
relevant to the second set of the objectives of the ATLAS experiment.9

9 Note that these events are also used to determine trigger efficiencies and detector performance.
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3 � Local Data Journey at the LHC

In the ATLAS experiment, the trigger menu is applied to collision events at three 
different levels through the use of what are called trigger systems (Ellis 2010).10 
These are automated systems designed and used to select the desired events from 
the collision events. The first stage of the data selection process is carried out by the 
level-1 trigger system that provides a crude selection of the interesting events in 
real-time. In the ATLAS experiment, the initial event rate of the proton-proton col-
lisions is ~40 MHz, corresponding to approximately 40,000,000 collision events per 
second. The first level of the data selection process is performed by the level-1 trig-
ger system, whose technical features allow for an event-acceptance rate of 
75-100 kHz. The second and third levels of the data selection process are respec-
tively carried out by the level-2 and level-3 trigger systems, which are jointly called 
the High-level Trigger and Data Acquisition System (HLT/DAQ). Unlike the level-1 
trigger system, which is hardware-based, the HLT/DAQ system is software-based, 
meaning that the level-1 and level-2 selection processes are performed directly by 
the specialized software algorithms according to the trigger menu. The level-2 and 
level-3 trigger systems have much smaller event-acceptance rates, which are respec-
tively around ~2  kHz and ~200  Hz, and thereby provide finer selections of the 
desired events.11 Therefore, in the ATLAS experiment, the initial event rate is 
gradually lowered from 40 MHz down to around 200 Hz at the end of the level-3 
selection process, meaning that the interesting events are selected from the collision 
events at a ratio of approximately 200/40,000,000, i.e., 5 in every 1 million events.

The first stage of the data acquisition process is carried out by the level-1 trigger 
system that performs a crude selection of potentially interesting events from the 
collision events detected by the calorimeter and muon detectors, which are the 
components of the ATLAS detector system.12 The level-1 trigger system produces a 
trigger decision within 2.5 μs and thereby reduces the LHC event-rate frequency of 
40 MHz down to the range of 75–100 kHz. In addition to the calorimeter and muon 
detectors, the tracking detectors are also used in the ATLAS experiment.13 Since the 
event rate is so high and thus the trigger decision time is so short, it is technologi-
cally impossible for the tracking detectors to determine particle tracks quickly 
enough for the level-1 event selection. Only the hit points produced by particles 
inside the tracking detectors could be recorded. These space points are later assem-

10 The treatment in this section is based on the ATLAS Technical Design Report (ATLAS 
Collaboration 2003), which is a technical document that contains the design information concern-
ing the principal components and functions of the ATLAS data acquisition system.
11 Note that the aforementioned event-acceptance rates are valid only for the early data-taking run 
(Run-1) and have changed significantly during Run-1 and also during Run-2.
12 ATLAS is a detector system that consists of different individual detectors, including the inner 
detector and the calorimeter and muon detectors.
13 In HEP experiments, the tracking detectors are used to determine particle tracks as well as to 
measure the momenta of electrically charged particles by means of the curvatures of their tracks in 
a magnetic field.
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bled by software algorithms in order to determine particle tracks. As a result, the 
data from the tracking detectors are not used directly by the level-1 trigger system 
for event selection. Moreover, due to the shortness of the level-1 trigger-decision 
time, even though the hit points are recorded, they are not completely read out from 
the tracking detectors during the level-1 selection. This means that the information 
(i.e., in terms of location in the detector, and pT or ET for each particle or jet con-
tained, or associated missing ET) necessary to fully specify a selected event is frag-
mented across the individual detectors of the ATLAS detector system, and that all 
pieces of this fragmented information are not assembled yet. Therefore, the full 
description of the event is not yet known, and as a result, the level-1 event selection 
is performed without full granularity, i.e., without the availability of data from all 
the channels of the individual detectors.

As shown in Fig. 1, the level-2 event selection begins when the sub-unit called 
Level-2 Supervisor sends (arrow 1)14 the results of the level-1 selection to the sub-
unit called Level-2 Processing Unit (arrow 2). Unlike the level-1 trigger system, the 
level-2 trigger system uses the RoI data15 processed by the sub-unit called Read-out 
System (ROS) from all the sub-detectors of the ATLAS detector with full granular-
ity. The event fragments, which are temporarily stored in the ROS, are accepted to 
the level-2 selection in small amounts. This way of performing event selection is 
called the seeding mechanism (ATLAS Collaboration 2003, Sect. 9.5.3.1). The ROS 
sends (arrows 2.1 and 2.2) to Level2Processing a subset of the event-fragments data, 
namely, the information regarding the locations (in the detector), momenta, and 
energies of the events selected at the level-1 selection. LVL2Processing sends 
(arrow 3.1) the information regarding the events accepted by the level-2 trigger 
system back to the ROS. LVL2Processing also sends (arrow 3.2) this information to 
LVL2Supervisor. LVL2Supervisor forwards (arrow 4) the same information to the 
sub-unit called Event Builder, which receives from the ROS the event-fragments 
data for the events selected by LVL2Processsing. Event Builder (arrow 5.1) requests 
from the ROS the event-fragments data for the events selected by the LVL2Processsing 
unit. Upon this, ROS (arrow 5.2) sends the event fragments to the Event Builder. 
The component called Sub-Farm Input (SFI) of the Event Builder assembles the 
event fragments associated with each selected event into a single record. At this 
stage, the full description of each selected event is available. The events that have 
been built are then passed (arrow 6) to the sub-unit called Event Filter Processor 
(EFP), through which the level-3 event selection, which is also called “event filter” 
(EF) selection, is carried out by specialized software algorithms (arrow 7).16 The 
events that have passed the level-3 selection are then sent (arrow 8) to the sub-unit 
called Sub-Farm Output (SFO) for permanent storage and offline data analysis.

14 Arrows refer to Fig. 1.
15 The regions in the ATLAS detector that contain signals for interesting events are called regions 
of interest (RoIs). The RoIs and the energy information associated with the signals detected in the 
RoIs are together called the RoI data.
16 Note that in Fig. 1, the correct arrow numbers for the messages “EFSelection” and “SendEvent” 
should be “7” and “8” respectively.
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Fig. 1  The relationships between the different components of the HLT/DAQ system in the ATLAS 
experiment. (Source: Fig. 9–2 in ATLAS Collaboration 2003)

The details of the level-2 and level-3 selection processes are not shown in Fig. 1. 
These selection processes are carried out by the Event Selection Software (ESS) 
system, which is a software component of the HLT system (ATLAS Collaboration 
2003, Sect. 9).17 The level-2 selection of an event is carried out in a series of steps 
each of which consists of two stages. In the first stage, the event is partially 
reconstructed, meaning that the trigger elements (TEs)18 associated with the event 
are refined and reconstructed by the reconstruction algorithms according to what is 
called the sequence table of the step. Each sequence in this table consists of an input 
TE and a reconstruction algorithm that is to be executed to refine and reconstruct an 
input TE into an output TE.19 In the second stage, the event partially reconstructed 
undergoes a selection process based on what is called the menu table of the step that 
contains a list of the selection signatures required for this step.

The Step Handler initiates the first stage of the level-2 selection by executing the 
Step Sequencer to access the list of the active input TEs associated with an event 

17 For future reference, note that the following units to be mentioned in what follows, namely, Step 
Handler, Step Sequencer, Step Decision, Step Controller and Result Builder, are the software com-
ponents of the ESS system that steers the HLT selection process.
18 A TE denotes one specific signature identified by the level-1 trigger system, e.g.,“e25i”. A TE is 
said to be active if it has previously satisfied a selection signature at the level-1 selection, or at the 
previous step of the level-2 selection, if the step under consideration is not the first step of the 
level-2 selection.
19 Reconstruction algorithms are a class of HLT algorithms that act on the RoI data with full granu-
larity from all sub-detectors to find new features associated with input TEs, such as a track or an 
isolation requirement.
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selected by the level-1 trigger system. The Step Sequencer next compares the list of 
the active TEs with the required TEs given in the sequence table of the step. For all 
matching TEs, the Step Sequencer executes the reconstruction algorithms to refine 
and reconstruct the input TEs into the output TEs according to the sequence table of 
the step. The Step Sequencer also creates the list of the output TEs for the imple-
mentation of the seeding mechanism discussed earlier. The Step Sequencer also 
marks each output TE as “seeded by input TE” depending on from which input TE 
it has been previously created. Then, it passes each output TE to the relevant hypoth-
esis algorithms—another class of HLT algorithms—that decide whether the TE is 
valid, depending on whether its reconstructed features are consistent with its phys-
ics interpretation. For example, if a track or an isolation requirement associated with 
a TE is found by a reconstruction algorithm, then the relevant hypothesis algorithm 
determines whether this track or isolation requirement matches the physics interpre-
tation of the TE. The hypothesis algorithms activate the validated TEs and discard 
the invalidated TEs by deactivating them.

The Step Handler initiates the second stage of the level-2 selection by calling the 
Step Decision to access the list of the active output TEs, i.e., the TEs validated by the 
hypothesis algorithms in the first stage of the level-1 selection. The Step Decision 
compares the list of the active output TEs with the required selection signatures 
given in the menu table of the step. For the TE combinations that match the selection 
signatures in the menu table, the Step Decision creates a list of the satisfied signa-
tures that consist of those matching TE combinations. The event is accepted for the 
next step by the Step Decision, if the TE combinations it contains satisfy at least one 
signature given in the menu table of the step; otherwise it is rejected and thus not 
considered for the level-3 selection. The Step Decision sends the information regard-
ing the decision about the event to the Step Handler that will initiate the next step 
configured with a different sequence table and a menu table. The level-2 selection of 
an event ends at the step where it is rejected, or it continues until all required steps 
are completed, indicating that the event is finally accepted for the level-3 selection.

If an event is accepted at the level-2 selection, the Step Controller executes the 
Result Builder to provide the information necessary to seed the level-3 selection. 
This includes all satisfied signatures and the associated TE combinations, as well as 
the level-1 RoI data. The Result Builder assembles all these data-fragments, and the 
results are subsequently used for the seeding of the level-3 selection. The level-3 
selection is implemented and coordinated by the Step Handler in the similar way as 
the level-2 selection is carried out as described above. But, the level-3 selection dif-
fers from the level-2 selection in that the TEs are now the active TEs of the level-2 
selection, and that more sophisticated HLT algorithms are used to achieve a much 
finer event selection. As has been mentioned previously, the events that have passed 
the level-3 selection are stored in the Sub-Farm Output for data analysis. This marks 
the end of the local journey of the LHC data.

The collision events that have been rejected by the level-1 and level-2 trigger 
systems are removed from the data selection system. However, all the data selection 
operations carried out by the ATLAS data acquisition system are recorded by the 
system called Online Bookkeeper that produces logs stored in the form of logbook 
data (ATLAS Collaboration 2003, Sect. 10.4.1.2). Therefore, the ATLAS data 
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acquisition system is traceable in the sense that the decision regarding the accep-
tance or rejection of an event (already selected by the level-1 trigger system) by the 
level-1 and level-2 system systems can be reassessed by using the logbook data.

The LHC data is disseminated to the researchers located outside CERN through 
its global journey implemented by the ATLAS Distributed Data Management system 
(ADDM) where the acquired collision events are digitally written to datafiles aggre-
gated into what are called datasets (for details, see Branco et al. 2008). The latter are 
disseminated through its four-tier hierarchical structure.20 Tier-0 is the CERN Data 
Center where datasets are created, stored and distributed to Tier-1 which consist of 
(currently) 13 computer centers located in the following countries: Canada, Germany, 
Spain, France, Italy, Nordic countries, Netherlands, Republic of Korea, Russian 
Federation, Taipei, UK, and US. Tier-1 temporarily store datasets and distribute them 
to Tier-2 which consists of computer centers located typically at universities and 
similar scientific institutions. There are currently 150 Tier-2 sites around the world. 
Researchers located outside CERN can access data sets (for the purpose of data 
analysis) through Tier-3 which consists of local computer clusters located at univer-
sities and similar research centers or even through individual personal computers.

4 � Conclusions

The technical limitations at CERN in terms of data storage capacity and data pro-
cess time do not allow applying the trigger menu to the detected events without 
subjecting them to the construction and selection processes that make up the local 
data journey in the ATLAS experiment. Since the requirements for data usability are 
specified by the selection criteria in the trigger menu, data mobility is necessary for 
data usability and constitutes an essential aspect of the ATLAS data acquisition 
process. During the local data journey, collision events detected by the ATLAS 
detector system are constructed out of the fragments of proton-proton collision 
events that are produced by the LHC and detected by the ATLAS detector system. 
The first part of the local journey is a construction process in the sense that event 
fragments are assembled by the level-1 and level-2 triggers into full events. This part 
of the local journey is at the same time a selection process, because both events and 
event fragments that do not satisfy the selection criteria are filtered out and dis-
carded from further consideration. The second part of the local data journey, which 
is carried out by the level-2 trigger, is solely a selection process that filters out the 
events constructed in the first part that do not satisfy the selection criteria. The third 
level of the local journey is also solely a selection process that further refines event 
selections made in previous levels. The above considerations show that during the 
local journey, events are mutable in the sense that their contents—namely, their 
constituent signatures—are transformed into full events by the construction and 
selection processes according to the selection criteria in the trigger menu. Therefore, 
in the context of the ATLAS experiment, data mutability in the sense of changeabil-

20 For more information, see the URL: https://home.cern/about/computing/grid-system-tiers
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ity of event content is a consequence of data mobility, which is in turn a necessary 
condition to apply selection criteria and thereby ensure data usability.

The above discussion indicates that the trigger menu used in the ATLAS data 
acquisition process should also be regarded as the set of event construction criteria, 
as it serves to construct events out of event fragments. The determination of the trig-
ger menu is partly based on the theoretical judgment that the selection criteria con-
sidered relevant to the testing of the predictions of the SM and BSM models should 
consist of only types of signatures predicted by these models. The determination of 
the trigger menu also requires a judgment in the form of a data selection strategy, 
namely that the trigger menu should be sufficiently diversified in terms of types of 
signatures that are relevant to the intended objectives of the ATLAS experiment. 
Since the ATLAS experiment also aims at discovering unforeseen phenomena that 
are not accounted for by the SM and BSM models, the foregoing selection strategy 
also requires the trigger menu to include selection criteria that are not necessarily 
based on the predictions of these models. This enables using the same trigger menu 
to acquire data sets relevant to the entirety of the intended objectives of the ATLAS 
experiment. The judgment on which the data selection strategy is based is experi-
mental, as it does not follow from the predictions of the SM and BSM models that 
not dictate how the trigger menu should be diversified in terms of signatures. 
Therefore, the foregoing theoretical and experimental judgments jointly contribute 
to the determination of the trigger menu and thereby impose requirements on what 
counts as usable data in the ATLAS experiment.

The implementation of the above-mentioned experimental strategy in the ATLAS 
experiment requires taking account of the technical limitations at CERN in terms of 
data storage capacity and data process time. This is turn leads to the judgment that 
the trigger menu should to be applied to collision events in real time, i.e. while pro-
ton collisions are taking place inside the ATLAS detector. This is a technical judg-
ment based on the consideration that the amount of events produced by the LHC is 
so large that the foregoing technical limitations make it impracticable to apply the 
trigger menu after events are recorded. It is also experimental in the sense that unlike 
the experimental judgment concerning the trigger menu, it dictates which specific 
experimental procedures to use to apply the trigger menu to collision events. It 
thereby imposes certain technical requirements on the design of the ATLAS data 
acquisition system. The main technical requirement is the three-level arrangement 
of the trigger systems in the way it is described in the previous section. There are 
also more specific requirements concerning the details of the event construction and 
selection processes. An important technical detail is the use of the seeding mecha-
nism according to which events fragments are accepted to the level-2 trigger in small 
amounts. If event fragments were accepted at once, this would considerably dimin-
ish the level-2 trigger decision time and thus render the level-2 selection process 
ineffective. The factors such as data processing capacity of each trigger and the 
amount of events produced by the LHC are also considered in specifying the details 
of the ATLAS data acquisition system. These technical requirements, together with 
the ones imposed by the experimental judgments, can be seen as the requirements 
imposed on the mobility and mutability of the LHC data during its local journey. 
While the requirements on mobility specify the ways in which events are made to 
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travel during the construction and selection processes, the requirements on mutabil-
ity specify the ways in which the contents of events transform during these processes.

In the philosophical literature, the necessity of data mobility and data mutability 
for data usability has been studied and stressed in relation to data dissemination 
(see, e.g. Morgan 2010; Leonelli 2015). The present case-study shows that data 
usability is an essential concern in present-day HEP experiments already in the 
stage of data acquisition. In this context, in order for the experiment to achieve its 
intended objectives, it is necessary that the issue of data usability be dealt with 
before data are disseminated for analysis and interpretation. As the case of the 
ATLAS experiment illustrates, data mobility and data mutability are necessary con-
ditions to deal with the issue of data usability encountered in data acquisition stage. 
Thus, in present-day HEP experiments, data does not come ready-made from the 
detector but rather is constructed to be usable for the purposes of the experiment. As 
a result of this construction process, data is both mobile and mutable from the outset 
and prior to its dissemination. Therefore, usability, mobility and mutability are 
related, though distinct, aspects of data in the context of present-day HEP experi-
ments. What makes these aspects of data related to each other is the fact that they 
are subjected to some common requirements imposed by theoretical, experimental 
and technical judgments involved in the design of data acquisition systems.
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