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Abstract. Image registration is an elementary task in Computer Vision,
which geometrically aligns multiple images of a scene, captured at dif-
ferent times, from various viewpoints, or by heterogeneous sensors. The
optimisation strategy we employ for achieving the optimal set of trans-
formation vectors is a major factor that determines the success and effec-
tiveness of an automatic registration procedure. This paper discusses a
scheme to modify the conventional Particle Swarm Optimisation (PSO)
algorithm for better search space exploration and for faster convergence.
While PSO is running, after half of the total number of iterations, find
the particle which is in worst position in space, then reposition that par-
ticle by mean value of its current position and the global solution. It is
observed that re-positioning the worst particle in space helps that par-
ticle from premature convergence to a local optimum solution and moti-
vates the particle to generate unique search directions, which increased
the possibility of finding the globally best solution. An image registration
algorithm using this modified PSO method is also presented. From the
experimental results presented here, it is visible that the proposed algo-
rithm guarantees superior results in terms of registration accuracy and
reduced execution time, even in the case of large deformations between
the reference and float images.
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1 Introduction

In a typical problem instance, an image registration system considers two images:
a reference image, denoted by IR and a float image, denoted by IF . The out-
come of the registration algorithm is a transformation T such that when this
geometrical transformation is applied on the float image, the reference image IR
and the transformed float image T (IF ) are in perfect alignment with each other
[18]. Thus the aim is to find a transformation T ∗ such that T ∗ gives maximum
similarity between the reference image and the float image, with proper guidance
from an optimisation technique. A prominent category of algorithms fall within
the class of automatic or global registration methods, which use the full image
data to derive an appropriate transformation for aligning the input images.
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In an automatic framework, the registration process is formulated as a math-
ematical problem by constructing a cost function defined over the similarity or
dissimilarity between the input images. Then search for a single transformation,
T ∗, imposed on the whole image, which maximizes or minimizes the cost func-
tion by searching the parameter space of all allowable transformations. A more
robust approach is to register images using feature points identified on both the
images. A mapping is found based on these control points which is directly used
for achieving correspondence between the reference and the float images.

From an operational point of view, image registration methods choose an
intelligent combination of the following four coupled components [8,18].

1. Feature detection: Salient features in the input images are manually marked
or automatically detected.

2. Feature matching: A mapping between the features detected in the float image
and those detected in the reference image is determined.

3. Transform model estimation: The attributes of the mapping functions are
estimated in order to align the float image with the reference image.

4. Image resampling and transformation: The float image is transformed using
the mapping functions and the intensity values at non-integer coordinates are
estimated by some interpolation technique.

The registration problem can be reduced to determining parameters of the
transformation in the search space that provides the highest similarity. This is
an optimisation problem in multidimensional space. The number of parameters
in the transformation model is the dimensional size of this problem. Hence, it is
necessary to keep the number of parameters in the model as small as possible
for a faster registration process. The number of sub-processes involved makes
the whole process of image registration very complex and poses many challenges
in the registration of digital images. In general, image registration has huge
computational cost and the overall performance of a registration algorithm rely
upon the stability of the optimisation strategy. Although considerable research
has gone into developing efficient optimisation techniques, more attention has to
be paid to formulate improved strategies for finding the optimal match between
the reference and the float images.

2 Review of Literature

The word registration was first coined by Becker in the year 1900 in a US
patent [4]. In the literature, several reports on image registration methods can
be found. Probably, the most comprehensive survey of the universal image regis-
tration methods was published by Brown in 1992 [5]. She provided a framework
for understanding the existing registration techniques and also a methodology
for supporting the selection of appropriate technology for a particular registra-
tion problem. Comprehensive surveys of classic image registration methods were
tabled by Zitova [18] in 2003.
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The optimisation technique used for obtaining optimal transformation
parameters has a pivotal role in determining the success and effectiveness of
any registration method. Swarm intelligence, Tabu Search, Simulated Anneal-
ing, Genetic Algorithms, SVMs and ANNs are well-known examples of intelligent
algorithms that use clever simplifications and methods to solve computationally
complex problems [14]. These global optimisation methods guarantee improved
performance when applied on standard problems such as Traveling Salesmen
Problem, Knapsack Problem, Searching and Sorting etc.

Seixas et al. [15] makes use of genetic algorithm to address image registra-
tion based on point matching. The approach uses nearest neighbor point match-
ing and mapping was performed using affine transformation. Due to the use of
genetic algorithm, pre-alignment between images are not required to guarantee
good results. However, accuracy depends on the random choice of initial popu-
lation. In many cases, the hybrid particle swarm technique provided better reg-
istration performances than the evolutionary techniques providing comparable
convergence. It is observed that hybrid approach employing crossover operator
improves accuracy. However, in few cases convergence was adversely affected due
to the prevention of particle from moving to global optimum.

Valsecchi et al. [16] reported a real-coded genetic algorithm based image
registration approach using intensity-based technique. Genetic Algorithm (GA)
makes use of cross-over and random mutation. Registration is performed through
multiple stages following a multi-resolution strategy, where complexity increases
with stages, and incorporation of provisions for restart of optimisation. The
restart procedure improved reliability. The authors report that the convergence
issues experienced was properly addressed after the initial investigation stage.
Chen et al. [6] proposed particle swarm optimisation for medical image regis-
tration. Rigid transformation is used for global transformation of image and
non-rigid for local transformation of images by cubic B-spline curves.

Another PSO-based technique is proposed in [12]. Here, a hybrid particle
swarm optimisation is developed for multi modal 3D medical image registration,
by including sub-population and crossover from GA techniques into traditional
PSO. A dynamic brain image registration is proposed by Li et al. in [11]. The
algorithm combines PSO and inheritance idea. The algorithm inherits informa-
tion from reference image to guide registration process. The algorithm has a
complexity of O(n ∗ m ∗ t), where t is the time taken to compute fitness value of
a particle, m denotes the population size, and n is the number of iterations.

Yet another PSO based registration approach is that by Wachowiak et al.
[17] for multimodal images. Here, a single slice 3D biomedial image registration
is done using PSO. A new hybrid PSO approach incorporating initial user guid-
ance is employed. Performance of the optimisation approach was compared with
mutual information metric under different evolutionary strategies. Another work
is the non-rigid approach of registration for medical images proposed by Anna
et al. [3] to enhance the quality of registration using DTCWT (Dual-Tree Com-
plex Wavelet Transform) and Niche PSO (NPSO). The approach employs multi-
scale key-points as features, and DCTWT is used to detect features, and Haus-
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dorff distance metric is employed as the metric to compute image similarity.
NPSO is used to compute optimal affine parameters. The authors claim better
robustness and accuracy in noisy images. Krusienski and Jenkins raise many sug-
gestions and solutions for overcoming the limitations of the conventional PSO
[9]. There are modifications of the conventional PSO which assert conditions
either on convergence time or on search capacity of the algorithm.

The literature survey carried out reveals that a major issue in automatic
image registration is the need for efficient and faster optimisation algorithms for
determining the parameters of registration. Exhaustive or brute force approaches
are computationally impractical. Simulated Annealing (SA), Particle Swarm
optimisation (PSO) and Genetic algorithm (GA) are some of the popular global
search algorithms employing heuristics to arrive at faster solutions. It is also
observed that when applied to image registration, these algorithms can offer
some clever formulations which minimize the overall computational overhead.
Research in this area continues to be motivated by the need to exploit new
mechanisms and principles to boost the performance of the conventional PSO
for a variety of problems in practice, including image registration.

3 Single Swarm PSO with Refined Search Space
Exploration

Swarm Intelligence is the emergent collective intelligence of groups of social
organisms called swarms. Swarms consist of large number of individuals coor-
dinated by indirect communication, self-organization and decentralized control.
Each individual is named a particle of the population. Computational swarm
intelligence analyses the behavior of natural swarms, such as fish schools, bird
flocks and ant colonies, and translates the learned theories into an algorithm.
When a solution to a problem is desired, the population of individuals itera-
tively evolve by combined efforts and competition among the individuals. Parti-
cle Swarm Optimisation (PSO) is introduced by Kennedy and Eberhart, which
is a population-based metaheuristic [7].

In the iterative PSO algorithm, each particle is initialized with uniform
random values in the given D-dimensional search space S. Particle’s motion
is based on its velocity and current position and these values are updated at
each iteration. The ith particle of the group is defined by a velocity vector
vi=(vi1, vi2,...vid,...viD) and a position vector xi=(xi1, xi2,...xid,...xiD) in the
D-dimensional search space S. In the nth iteration, each particle i has a position
xid
n in the search space S and moves with a velocity vid

n . The velocity of a particle
is updated in every iteration according to Eq. 1.

vid
n+1 = w ∗ vid

n + c1 ∗ r1n(pidbestn − xid
n ) + c2 ∗ r2n(gbestn − xid

n ) (1)

Subsequently, the new particle position can be determined in terms of Eq. 2.

xid
n+1 = xid

n + vid
n+1 (2)
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In these equations, N stands for the total number of iterations and n =1,2,3...
N . c1 and c2 are the acceleration coefficients known as the cognitive learning rate
and the social learning rate, respectively. r1 and r2 are random numbers between
0 and 1. w is the inertia coefficient which will vary according to the Eq. 3.

w = (wmax − wmin)[−Vmax, Vmax] ∗ n

N
(3)

The velocity of particles should be in the range of [−Vmax, Vmax] to ensure
that the particle does not exit from the allowed search space. The particles accel-
erate toward the other particles which have better fitness values. To establish
the local and global attractor, the fitness or objective function f : S ⊆ Rn →
R is used. The velocity and position adaptation is done iteratively for all parti-
cles of the swarm until a specified termination criterion is reached. Once all the
particles find their best solution, pidbestn , i=1, 2, ..... N , the best solution is again
calculated from these N values. The best found position by the swarm is the
result and thereby the return value of the algorithm. This best value is globally
accepted as the final solution, which is represented as gbestn.

We propose the following modification to the conventional PSO algorithm
as a tool to solve image registration problem to arrive at faster solutions. The
proposal is to re-position the worst particle in space to help that par-
ticle from premature convergence to a local optimum solution. The
re-randomization is performed after half of the iterations. This moti-
vates the stray particles to generate unique search directions, which
increases their possibility of faster convergence to the global solution.

3.1 Validation Using Benchmark Functions

The optimization ability of the proposed technique is validated using a set of
standard benchmark functions [10]. There are unimodal and multimodal func-
tions. A function with only one local minimum is called unimodal function,
whereas a multimodal function has more than one local minima. As the dimen-
sion of the function increases, the number of local minima will also increase.
Parameters for the experiment include dimension of the optimization function
D, number of particles M , total number of iterations N , inertia coefficient ω
and acceleration coefficients c1 and c2. The proposed PSO algorithm was run
for various dimensions D = 2, 3, 4, 5 and 10. The inertia coefficient ω is set
to 0.2 and both the acceleration coefficients c1 and c2 are set to 2.0. The other
important parameters number of particles M , total number of iterations N are
set to 200 and 5000 respectively.

Table 1 reports the best parameter setting of the proposed PSO, for each
of these functions, to converge to the global optimum value. This table was
prepared after the proposed algorithm was tested for 30 independent runs. NFE
is the number of function evaluations, which is the most important characteristic
of an optimisation algorithm.
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Table 1. Performance of proposed PSO on benchmark functions

Function D=2 D=3 D=4 D=5 D=10

NFE Min. value NFE Min. value NFE Min. value NFE Min. value NFE Min. value

Ackley 99 8.88E−16 113 8.88E−16 120 8.88E−16 297 8.88E−16 170 4.44E−15

Beale 118 0 118 0 136 0 124 0 128 0

Bohachevsky 66 0 64 0 64 0 64 0 64 0

Booth 108 0 110 0 105 0 109 0 106 0

Branin 14 0.39789 1 0.39789 4 0.39789 14 0.39789 12 0.39789

Easom 18 −1 22 −1 25 −1 24 −1 24 −1

Goldstein Price 13 3 17 3 17 3 18 3 17 3

Griewank 148 0 135 0 160 0 79 0 4500 0.0295

Levy 95 1.5E−32 92 1.5E−32 93 1.5E−32 97 1.5E−32 165 1.5E−32

Matyas 919 0 898 0 906 0 936 0 929 0

Rastrigin 58 0 73 0 71 0 116 0 118 1.9899

Shubert 23 −186.7309 26 −186.7309 26 −186.7309 22 −186.7309 24 −186.7309

Sphere 544 0 546 0 546 0 546 0 1290 0

4 Results and Discussion

The problem under consideration is the global, rigid registration of two 2D
images. A rigid-body transformation in two dimensions is defined by four param-
eters: two translations in x and y directions and two rotations in x an y directions.
The objective function to be maximized is the Mutual Information (MI) between
the input images. MI [13] is the most celebrated similarity measure employed
for image registration. The experiment environment is Intel Core i5 (1.3 GHz)
processor with 4GB primary memory and the algorithm is run on 64-bit Mac
OSX Yosemite system. The proposed technique is implemented using MATLAB
v7.10. The first set of experiments use images from CMU House sequence [1].
The CMU house data set contains 111 two dimensional gray scale images of a toy
house. Each image is of size 480 × 512 and is taken at different angles of camera
position. Next set of experiment uses NewYork Data set [2], where the images
are taken by a rotating camera. This data set contains 35 images of 512 × 512
size. Figure 1 is a set of sample images from these data sets.

Fig. 1. Sample images from CMU house sequence and NewYork datasets

4.1 Translation

As the first step, the modified PSO is tested using CMU House Sequence. Here
the first image is taken and is translated by various levels. The reference image
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is translated by various units, in x and y directions, to create the set of float
images. A total of M = 20 particles are initialized uniformally in the search
space. The parameters c1 and c2 are set to 2. Mutual Information (MI) between
the input image is used as the cost function. Registration is performed using both
the traditional PSO and the proposed PSO algorithms. In order to analyze the
registration accuracy, Root Mean Square Error (RMSE) between the reference
image IR(x, y) and the registered float image IF (T (x, y)) is calculated using
Eq. 4.

RMSE =

√
√
√
√ 1

N

N∑

i=1

(IR(x, y) − IF (T (x, y)))2 (4)

Table 2 summarizes the results for both these algorithms over 20 independent
runs for the given set of input images. Total number of iterations for both the
algorithms are set to N = 200.

Table 2. Translation

Translation[x,y] Basic PSO Proposed PSO

TIME (sec) MI RMSE TIME (sec) MI RMSE

[10 10] 1002.18 5.5327 0 954.33 5.5327 0

[−10 10] 1025.62 5.543 0.0509 834.88 5.543 0.0509

[10 − 10] 879.69 5.5052 0.0261 818.85 5.5052 0.0261

[−10 − 10] 881.09 5.5056 0.0576 824.146 5.5056 0.0576

[15 15] 862.91 5.4396 0 817.46 5.4396 0

[−15 15] 945.87 5.4692 0.0897 822.95 5.4692 0.0897

[15 − 15] 873.54 5.4392 0 818.20 5.4392 0.0365

[−15 − 15] 870.96 5.4486 0.0966 871.09 5.4486 0.0966

[20 20] 860.94 5.3418 0 823.46 5.3418 0

[−20 20] 926.94 5.3946 0.1076 872.21 5.3946 0.1076

[20 − 20] 935.48 5.3713 0.0546 881.24 5.3713 0.0546

[−20 − 20] 1014.63 5.3915 0.1207 944.83 5.3915 0.1207

4.2 Rotation

The second set of experiments were designed to analyze the effectiveness of
the modified PSO for images with varying degrees of rotations. Images from
NewYork data set are utilized for this. The first image in this dataset is fixed
as the reference image and the remaining 34 images are used to create the float
image set. Registration is performed using both the traditional PSO and the
modified PSO. 20 independent runs were carried out for each input image set
and the best values are selected. Here for images from 1 to 10, the parameter
setting for the experiments was the following. A total of M = 20 particles are



344 P. N. Maddaiah and P. N. Pournami

initialized uniformally in the search space, c1 and c2 are set to 2, N = 200.
Mutual Information (MI) between the input images is used as the cost function.
Preliminary results are included in Fig. 2 and the results are summarized in
Table 3.

Table 3. Rotation

[Image1, Image2] Basic PSO Proposed PSO

TIME (sec) MI RMSE TIME (sec) MI RMSE

[1, 2] 364.08 1.1529 9.073 307.75 1.4167 5.8136

[1, 4] 367.52 0.3596 31.4317 314.99 1.1991 6.4673

[1, 6] 379.47 1.2789 4.9321 345.96 1.2789 4.9321

[1, 8] 1227.01 0.4099 32.4321 1566.16 1.1318 7.3927

[1, 10] 1326.13 1.3233 7.6751 1062.70 1.3234 7.6751

[1, 12] 357.99 0.3763 32.2158 338.92 0.4117 31.7973

[1, 14] 539.85 0.4008 34.0943 364.4 0.3847 31.7818

[1, 16] 417.74 0.4002 34.5227 340.92 0.3986 34.7637

[1, 18] 367.14 0.3452 35.2884 365.42 0.3519 35.2025

[1, 20] 433.02 0.3827 35.509 389.27 0.3892 37.6945

[1, 22] 482.09 0.3662 37.0449 576.28 0.389 35.5047

[1, 24] 467.68 0.3773 36.1851 356.44 0.3751 35.2837

[1, 26] 365.42 0.5181 22.3919 322.8 1.0687 13.114

[1, 28] 369.35 0.4352 24.7789 319.34 1.1792 9.874

[1, 30] 357.96 0.5945 18.2654 304.57 1.2322 7.5635

[1, 32] 332.73 0.4408 23.7133 279.05 1.2205 6.752

[1, 34] 386.96 1.3382 6.1607 321.923929 1.3382 6.1607

Fig. 2. Reference Image, Float Image, PSO output, Proposed PSO Output
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4.3 Translation and Rotation

The final set of experiments were designed to analyze the effectiveness of the
modified PSO for images with varying degrees of translations and rotations using
images from NewYork data set. Float images are created by translating each
image by +5, +10 and +15 units in both x and y directions. Relevant parts of
the results are compiled in Table 4.

Table 4. Rotation and Translation +15 in x and +15 y direction

[Image1, Image2] Basic PSO Proposed PSO

TIME (sec) MI RMSE TIME (sec) MI RMSE

[1, 2] 383.54 0.449 34.3989 304.68 1.293 34.3757

[1, 3] 358.39 0.39 33.9644 288.34 1.1724 34.1937

[1, 4] 363.34 0.3934 36.0159 302.27 1.1075 34.3546

[1, 5] 339.53 0.3641 33.6465 290.05 1.0706 33.9921

[1, 6] 356.68 0.4313 36.2148 306.04 1.4221 34.0194

[1, 7] 352.7 0.3853 35.1371 337.67 1.3286 33.4782

[1, 8] 344.88 0.4329 35.4526 298.92 1.2242 32.8412

[1, 9] 365.99 0.3638 36.0035 305.91 1.406 33.7141

[1, 10] 355.86 0.4068 34.1809 311.95 1.2622 34.2951

5 Summary

It is quite visible that the proposed PSO algorithm could optimize the bench-
mark functions for different dimensions. Various experiments were designed to
demonstrate the efficiency of the modified PSO in achieving maximum similar-
ity between the reference and float images; thus achieving registered images.
The proposed PSO algorithm shows better average RMSE value and it acquired
better similarity between the input images. It is evident from the convergence
characteristics that the improved PSO attains better MI in fewer iterations and
the best values for transformation parameters are sought in the remaining iter-
ations. Generally area-based image registration methods mostly survive when
the distortion between the input images is small. Here, the proposed algorithm
guarantees highly acceptable solutions even in the case of large deformations
between the reference and float images.
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