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Abstract. Recently, with additional information in the disparity vari-
ant, quality enhancement for stereo images has become an active research
field. Current methods generally adopt cost volumes for stereo matching
methods to learn correspondence between stereo image pairs. However,
with the large disparity in the different viewpoints of stereo images, how
to learn the accurate corresponding information remains a challenge.
In addition, as the network deepens, traditional convolutional neural
networks (CNNs) adopt cascading methods, which results in the high
computational cost and memory consumption. In this paper, we propose
an end-to-end effective CNN model. Channel-wise attention-based infor-
mation distillation and long short-term memory (LSTM) are the basic
components, which contribute to reconstruct high quality image (DCL
network). Within a stereo image pair, we use high quality (HQ) image to
guide the image reconstruction of low quality (LQ). To incorporate the
stereo correspondence, information fusion-based LSTM module can be
used to learn the disparity variant in stereo images. Specially, in order
to distill and enhance effective features map, we introduce channel-wise
attention-based a long distillation information module with the consider-
ation of interdependencies among feature channels. Experimental results
demonstrate that the proposed network achieves the best performance
with comparatively less parameters.

Keywords: Quality enhancement · Stereo image · Information
distillation · Channel attention · LSTM

1 Introduction

With the different views of additional information, stereo images are used in vari-
ous ranges of applications including 3D model reconstruction [1] and autonomous
driving for vehicles [2]. Since the seminal work of super resolution convolutional
neural network (SRCNN) [3] had proposed, learning-based methods [4,5] are
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widely adopted to improve image quality. As CNN-based methods resize input
before sending them in the network, and adopt a deeper and recursive network
to gain better reconstruction performance. But it demands large computational
cost and memory consumption, which are hard to applied in mobile phones
and embedded devices. Moreover, the traditional convolutional methods [6,7]
design networks by cascading technologies, which lead to the features redun-
dancy because features map of each layer sending to the sequence layer without
difference. However, Hu et al. [8] demonstrated that the representational power
of a network can be improved by recalibrating channel-wise feature responses.
Recent video quality enhancement method [9] focuses on the exploitation of
correspondence between adjacent frames in local region. Video quality enhance-
ment methods cannot be directly applied to stereo image quality enhancement,
since stereo images have a long-range dependency and non-local characteristic.
Current stereo images enhancement methods leverage stereo matching [10–12]
to learn correspondence between a stereo image pair. They use cost volumes to
model long-range dependency in the network. But these methods are insufficient
for estimating accurate correspondence in the large disparity.

To address these problems, we propose an end-to-end CNN model (DCL net-
work) to incorporate stereo correspondence for the task of quality enhancement.
Given a stereo image pair, a feature extraction block is firstly used to separately
extract features from input images. Secondly, we employ long information dis-
tillation blocks (LDBlock) on the LQ image to distill useful information, and
information distillation blocks (DBlock) [13] on the HQ image. Because the LQ
image requires deeper network to learn more features than HQ image. Features
are extracted from LQ and HQ image, and then fed to information fusion based
LSTM [14] module to capture stereo correspondence. In addition, we use channel-
wise attention following and embedded the information distillation block, which
focuses on key information and neglects irrelevant information by considering
interdependencies among channels.

The main contributions can be summarized as follows:

1. HQ image is used to guide the image reconstruction of LQ image within stereo
image in our network.

2. The proposed long information distillation block extracts the LQ features
and combines with channel-wise attention to distill and enhance useful and
efficient features.

3. We propose information fusion based LSTM to handle the disparity variations
between two viewpoints in one stereo image pair.

2 Related Work

Stereo images quality enhancement methods have been extensively studied in
the computer vision community. In this section, we focus on the works related
to quality enhancement and long-range dependency learning.
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2.1 Quality Enhancement

CNNs have shown to be the state-of-the-art methods for the task of quality
enhancement over recent years. Model SRCNN [3], as a pioneer in image recon-
struction by using deep learning, is an end-to-end CNN model with three layers:
patch extraction and representation, non-linear mapping, reconstruction. But
the feature extraction uses only one layer so that it has small receptive field and
gets local features. To address this problem, Dong et al. [4] introduced Arti-
facts Reduction Convolutional Neural Network (called ARCNN), which added a
feature enhancement layer. Yu et al. [5] proposed a faster CNN with five layers
(FastARCNN). With the employment of deeper and wider networks, CNN-based
methods [7] suffer from computational complexity and memory consumption in
practice. Hui et al. [13] proposed information distillation block, and used few
filters per layer. Although the information distillation block is deep, the convo-
lutional network is compact. Thus, it achieves better results with higher speed
and accuracy. In addition, to address the problem of noticeable visual artifacts
with a high compression ratio, based on quality enhancement, Jin et al. [15] intro-
duced a fully convolutional neural network. They extracted the corresponding
high frequency information in HQ image and fused it with LQ image, which
can enhance the LQ image quality in asymmetric stereo images by exploiting
inter-view correlation.

2.2 Long-Range Dependency Learning

To leverage the disparity information from both right and left views in stereo
images, long-range dependency learning has become an important concept in
deep neural networks. With the development of a great number of algorithms for
stereo correspondence, related works with stereo matching mainly aim to strive
for better performance [16–18]. In recent years, Zbonta et al. [19] concatenate
the left and right features using CNNs to compute the stereo matching cost
by learning a similarity on small image patches. To address the problem that
current networks depend on path-based network, these methods [10,12] employ
4D cost volume to effectively exploit global context information. However, with
the challenges of computational complexity and memory consumption, Liang
et al. [11] proposed 4D cost volume by incorporating all steps into a single
network for stereo matching with sharing the same features.

Attention mechanisms have been widely applied in diverse prediction tasks
including localization and understanding in images [20,21], image captioning
[22] and so on. It was first introduced by Bahdanau et al. [23]. Visual attention
can be seen as a dynamic feature extraction mechanism [24,25]. These methods
[26,27] can process data in parallel and model complex contexts. SCA-CNN [28]
demonstrated that existing visual spatial attention is only applied in the last
conv-layer, where the size of receptive field will be quite large and the differences
between each receptive field region are quite limited. Therefore, they proposed
to incorporate spatial and channel-wise attention in a CNN model.
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Inspired by visual attention model, and that stereo images can be seen as the
consecutive frames in videos, we propose to combine attention with LSTM to
learn the disparity variations in different stereo images. In particular however,
our work directly extends [13,15].

3 Proposed Method

In this section, we describe the proposed model architecture and the long infor-
mation distillation module. In the following, we introduce the loss function
adopted in our network.

3.1 Network Structure

Our method takes a stereo image pair as input, which contains a LQ (right)
image and a HQ (left) image. The output is the enhanced LQ (right) image.
The architecture of our network is illustrated in Fig. 1 and Table 1. The network
comprises of four modules: features extraction, information distillation, informa-
tion fusion and image reconstruction.

Fig. 1. The architecture of the proposed network

Firstly, We adopt two 3× 3 convolutions to extract original features of input
image by features extraction module (FBlock) [13]. The extracted features map
is fed to the information distillation module to distill more useful information,
whose results are 64 features map. Each information distillation module com-
bines channel-wise attention module to focus on the key information. In order
to reduce data dimension and further distill relevant information for following
network, we use a 1 × 1 convolutional layer. In addition, it can increase the
nonlinear characteristics while maintaining the size of the image features. This
process can be formulated as:
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Table 1. The proposed network architecture includes four stages

Stage Layer Output shape

Input 300 × 300 × 1

Stage 0 FBlock 160 × 160 × 64

Stage 1 DB/LDBblock1 160 × 160 × 80

Channel-wise 160 × 160 × 64

Stage 2 DB/LDBblock2 160 × 160 × 80

Channel-wise 160 × 160 × 64

Stage 3 Fusion block 160 × 160 × 1

Stage 4 LSTM 160 × 160 × 1

Di = C(Di−1(f(x))), i = 1, ..., n, (1)

Pi = P (Di) (2)

Where x denotes the input of right LQ image and left HQ image; f represents
the operation of feature extraction; Di indicates the i-th LDBlock or DBlock
function; C,P represent the operation of the channel-wise attention and com-
pression respectively.

Then, the extracted features of two streams for LQ and HQ image make a
information fusion by a 4-layer CNN. The operation of these layers can be for-
mulated as:

F0 = F (Ilow + Ihigh) (3)

where Ilow, Ihigh denote the output of longer information distillation module
and information distillation module, respectively; F represents the information
fusion of the left HQ features and right LQ features; F0 denotes the output of
information fusion module.

Finally, we use a LSTM network [14] that focuses on learning the correspond-
ing information at the different views of location using features similarities, and
keep the left and right of a stereo image pair in location consistency. In order
to improve features utilization, we combine the previous features map from the
input of LSTM with some current information, which can effectively reconstruct
a HQ image. Here, the final enhanced LQ image can be expressed as:

y = F0 + L(F0) (4)

where L denotes the function of LSTM, y represents a output of the network.

3.2 Long Information Distillation

Motivated by an enhancement unit in the IDN [13], we use stacked informa-
tion distillation blocks to effectively extract image features. And inspired by
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inception model in GoogLeNet [29], we try to design a deeper and wider net-
work to generate more features maps. Combined the above methods, we design a
deeper and wider information distillation block called long information distilla-
tion (LDBlock). It is shown in Fig. 2. Based on enhancement unit in the DBlock,
we use stacked convolution operation respectively after slicing features map to
extract more information in LQ image. In order to reduce the parameters of
our network, we leverage the grouped convolutional layers in the second convo-
lutional layer in each enhancement unit with 4 groups. Specially, we adopt the
channel-wise attention to adaptively rescale features by considering interdepen-
dencies among feature channels.

Fig. 2. The architect of enhancement unit in long information distillation. s indicates
the slice operation and c represents the channel concatenation

3.3 Loss Function

Our network is optimized with loss function. We design two loss functions includ-
ing total loss Ltotal and LSTM loss Llstm. The total loss Ltotal is to measure
the difference of predicted LQ image Ilow and the corresponding uncompressed
ground-truth image IGT . We use the mean square error (MSE) as our total loss,
which is most widely applied in image restoration. To optimize the difference of
left and right image location, we introduce LSTM loss Llstm. Aiming at improv-
ing the effectiveness of our network, we choose to optimize the same loss function
as previous works.

Ltotal(Θ) =
1
N

∑N

i=1
‖F (Iilow, Iihigh;Θ) − IiGT ‖22 (5)
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Llstm =
1
N

∑N

i=1
‖Iilstm − IiGT ‖22 (6)

Where Θ contains the parameter set of the network, including both weights and
biases. F represents network to generate the predicted images. Iilstm denotes the
reconstructed images in a LSTM module. Therefore, the overall loss function is
formulated as:

Loss = λ1(Ltotal) + λ2(Llstm) (7)

Where λ is the weight balancing two losses. Here, λ1, λ2 is set to 0.8 and 0.2 in
our experiment, respectively. More details of training is shown in Sect. 4.2.

4 Experiment

In this section, we first introduce the datasets and implementation details, and
then analyze the proposed network architecture. We further compare our network
to the state-of-the-art networks on two multiview datasets.

4.1 Dataset

To train the proposed network, we follow [15] and adopt the Middlebury 2014
stereo image dataset including 18 images as our training data. For testing, we
use 5 remaining images. Taking into account the training complexity, we lever-
age the small patch training strategy to crop the image size with 300 × 300.
Meanwhile, the corresponding patches in HQ images and ground-truth images
are also obtained. There are 942 × 2 images in the total training. In order to
evaluate the performance of the proposed network, JPEG quality is set to 10
and 20 to generate image of a different compression quality. However, for testing,
the larger size testing image is unable to process. We crop the test image into a
set of lsub x lsub with same equal proportion in different sizes of the image.

4.2 Implementation Details

To improve the robustness and generalization ability of model, data augmenta-
tion is adopted in four ways: (1) rotate the image randomly by 90◦; (2) crop
in a 160 size image; (3) flip images horizontally; (4) flip images vertically. In
this work, our model is trained by Adam optimizer with β1 = 0.9, β2 = 0.999
and the batch size is 12. There are 800 epochs in total, since the learning rate
approaches to zero if there are too many epochs. The learning rate is initially set
to 0.0001 and decreases by the factor of 10 during fine-tune phase. In addition,
the LeakyReLU is applied after each convolution operation, and the negative
scope is set to 0.05. In order to focus on the quality enhancement of the image
luminance, we adopt a single channel image. We conduct our experiment on a
Nvidia GTX 1080Ti GPU and to train a model it need half a day. We implement
our network on the Pytorch platform, where its flexibility and efficiency enable
us to easily develop the network.
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4.3 Network Architecture Analysis

Stereo Image vs Single Image. In order to validate the effectiveness of stereo
information for image quality enhancement, we do an experiment based on our
network to use a single image (i.e., LQ images), stereo image pairs (HQ and
LQ) from the different view as the input. The result is shown in Table 2. It is
demonstrated that HQ image contributes to improve LQ image reconstruction.
Compared to use a LQ image as the input, restructured image trained by this
network decreases 0.74 dB (from 41.12 to 41.38) in terms of peak signal-to-noise
ratio (PSNR).

Table 2. Comparative results achieved on the Middlebury 2014 stereo image dataset
by our network with different inputs at q20.

Model Input PSNR (dB) SSIM Para (k)

Our net with single input Left 41.38 0.9863 51

Our net with two stream input Left-Right 42.12 0.9873 79

Effectiveness of Channel-Wise Attention. Information distillation mod-
ule is utilized to distill and enhance features map from the feature extraction.
More importantly, channel-wise attention is employed inside and outside of the
information distillation block, which can learn the more representative features.
To demonstrate its effectiveness, we introduce some implementations by remov-
ing channel-wise (CW) in different conditions. From the Table 3, our network
only has 41.36 dB in PSNR and 0.9861 in structural similarity values (SSIM)
by removing the CW inside the information distillation module of both LQ and
HQ image stream. After inserting CW into the DBlock or LDBlock, the perfor-
mance reaches 41.47 dB and 41.48 dB, respectively. As the same implementation,
Table 4 also indicates that LQ image performance benefits from CW outside the
information distillation. The increase of parameters is rarely though CW. The-
ses comparisons show that CW is essential to focus on the effective features in
information distillation for deep networks. The results in Tables 3 and 4 denote
that the channel-wise features really improve the performance.

Table 3. Comparative results achieved on the Middlebury 2014 by our network with
the CW inside DBlock/LDBlock at q20.

Model DBlock LDBlock PSNR SSIM Para (k)

CW × × 41.36 0.9861 78

× √
41.47 0.9863 79√ × 41.48 0.9864 79√ √
42.12 0.9873 79
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Table 4. Comparative results achieved on the Middlebury 2014 by our network with
the CW outside DBlock/LDBlock for q20.

Model DBlock LDBlock PSNR SSIM Para (k)

CW × × 41.36 0.9862 79

× √
41.42 0.9864 79√ × 41.40 0.9863 79√ √
42.12 0.9873 79

Effectiveness of Long Short-Term Memory. In order to validate the effec-
tiveness of LSTM module for image quality enhancement, we do a comparative
experiment after the information fusion. From Table 5, it is shown that our net-
work with LSTM gets a better performance. The PSNR value is higher than
network without LSTM by 0.38 dB.

Table 5. Comparative results achieved on the Middlebury 2014 stereo image dataset
by our network with different inputs at q20.

Model LSTM PSNR (dB) SSIM Para (k)

Our net with two stream input × 41.54 0.9866 78

Our net with two stream input
√

42.12 0.9873 79

4.4 Comparison to State-of-the-Art Approaches

In order to evaluate the performance of our network, we compare with other
methods including JPEG [30], SA-DCT [31], ARCNN [4], FastARCNN [5],
Fusion-4 and Fusion-8 [15]. The comparison results of the PSNR and SSIM
on the Middlebury dataset at JPEG quality 10 and 20 are shown in Table 5.
Further more, the number of network parameters for the deep learning based
methods are also given. From these results, it is clear that our method achieves
the best performance than other methods except Fusion-8 because of the input
of Fusion method [15] with the same view. It [15] neglects the different stereo
images with large disparity variations. However, our method captures the more
reliable correspondence. It can be observed that SSIM achieves the best perfor-
mance. Compared with Fusion-8, our method reduces the parameters by three
times while guaranteeing a higher PSNR (Table 6).
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Table 6. Quality enhancement comparison with the state-of-the-art algorithm on the
Middlebury.

Dataset Algorithm Q10 Q20 Para(k)

PSNR SSIM PSNR SSIM

Middlebury JPEG [30] 34.68 0.9065 38.28 0.942 –

SA-DCT [31] 36.52 0.9768 39.94 0.993 –

ARCNN [4] 36.69 0.9422 39.85 0.959 106

FastARCNN [5] 36.91 0.9426 40.11 0.960 56

Fusion-4 [15] 38.60 0.9635 41.29 0.972 75

Fusion-8 [15] 39.28 0.9681 42.16 0.975 223

proposed 38.82 0.9801 42.12 0.987 79

5 Conclusion

In this paper, an efficient deep-learning-based method is proposed to enhance
LQ image quality by exploiting from a stereo image pair. We design a deeper and
wider information distillation combined with channel-wise attention to extract
abundant and efficient features for the LQ image reconstruction. Moreover, our
method using information fusion based LSTM module can handle disparity in
different views of stereo images. Experiments demonstrate that our method can
capture correspondence in stereo image, and achieves the state-of-the-art per-
formance.
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