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Abstract. In this paper a comparative study is presented on dynamic prediction
of customer profitability over time. Customer profitability is measured by
Recency, Frequency, and Monetary (RFM) model. A real transactional data set
collected from a UK-based retail is examined in the analysis, and a monthly
RFM time series for each customer of the business has been generated
accordingly. At each time point, the customers can be segmented by using the k-
means clustering into high, medium, or low groups based on their RFM values.
Twelve different models of three types have been utilized to predict how a
customer’s membership in terms of profitability group would evolve over time,
including regression, multilayer perceptron, and Naïve Bayesian models in
open-loop and closed-loop modes. The experimental results have demonstrated
a good, consistent and interpretable predictability of the RFM time series of
interest.
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1 Introduction

Over the last decades marketing has made a significant shift from traditional
product/brand based to customer-centric and data-driven by intensively using analytical
models and tools. One of the important aspects of applying analytics in marketing is to
predict customer profitability over time based on customer purchasing history and a
certain profitability measure, such as customer life-time value (CLV), and recency,
frequency, and monetary (RFM) values. With regard to modelling techniques, there are
mainly two categories of models [1]: probabilistic models and machine learning
models. A fundamental question to be asked here is that if a customer’s profitability is
predictable, and what models can be best suitable a given prediction problem [2]. The
primary aim of this research is to provide a case study for such a prediction.

In this paper, a UK-based online retail is examined for customer profitability
prediction. A real transactional data set collected from the retail is used for the analysis.
The RFM values of each customer are employed as a profitability measure, and an
associated monthly RFM time series for every customer can be created accordingly
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based on their historical purchasing records. By using the k-means clustering, at any
given time point, all the customers are segmented into three groups based on their RFM
values: high, medium, or low profitability groups. The prediction problem concerned
here is how a customer’s membership in terms of profitability group would evolve over
time. For comparison purpose, twelve different models of three types are utilized for
prediction including both probabilistic and machine learning models in open-loop and
closed-loop modes: regression, multilayer perceptron (MLP), and Naïve Bayesian
models. Choosing RFM-based measure is because of its simplicity and easy inter-
pretability in practice, and the models selected are classic, simple and widely used in
business for marketing purpose.

A comparative analysis with the given data set and the models has demonstrated a
good predictability of the chosen measure for the business under consideration in terms
of customer profitability. It also shows how to use the certain context of the business to
help to interpret the modelling outcomes.

The remainder of this paper is organized as follows. Section 2 gives a brief dis-
cussion on the relevant work. Sections 3 describes in detail the methodology adopted
in this work including the creation of RFM-based time series, customers grouping and
model selection. Detailed experimental settings and the experimental results are pro-
vided in Sect. 4, and a discussion on the outcomes is given in Sect. 5. Finally con-
cluding remarks are given in Sect. 6 along with suggested further work.

2 Related Works

In recent years, predicting customer’s profitability over time has been an active, yet
very challenging research topic. In general, such a prediction mainly involve three
interrelated factors:

• The nature of the business under consideration;
• Which measure(s) to be used to indicate a customer’s profitability; and
• Which models to be employed to best fit the modelling requirements.

The nature of the business under consideration will be directly linked to what
measures could be adopted, for example, an on-line business in the retail industry and a
marketing consultancy company in the fashion industry may use a completely different
set of measures. On the other hand, depending on the measures to be adopted, a static
or a dynamic model could be applied for modelling purpose.

In [3] an RFM score-based time series was created using the k-means clustering
analysis and used to measure and describe a customer’s profitability for an on-line
retail. Furthermore, multilayer feedforward neural network models were trained to
identify the dynamics in terms of how customer profitability evolved over time.

Interestingly in [4], RFM was employed to calculate customer loyalty and Apriori
algorithm was used to determine the association rules of product bundles. In addition,
the work in [5] suggested convolutional neural network structures for predicting the
CLV of individual players of video games, and in [6], recurrent neural networks were
proposed for customer behavior prediction based on the client loyalty number and
RFM values.
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Other measures have been also considered, such as Pareto/NBD (negative binomial
distribution) [7].

In summary, the main work in this area appears to be subject/domain-specific and
has no unified approaches. CLV and RFM are the most popular measures adopted to
reflect customer profitability/loyalty. The most diverse aspect of the relevant research is
on modelling approaches, and a range of models have been proposed, from very classic
regression models to deep learning paradigms.

This research presents a case study for customer profitability prediction in which
multiple models are used with a simple yet practically easy-to-implement profitability
measure.

3 Methodology

This Section gives in detail the main approaches, models, and procedures adopted in
this research.

3.1 Recency, Frequency, and Monetary Model

The RFM model [8] has received much attention and has been widely used in customer
relationship management (CRM) and direct marketing due to its simplicity and
effectiveness for evaluating a customer’s profitability.

Given a set of transactional records of a business over a certain period of time,
Recency indicates how recently a customer made a purchase with the business; Fre-
quency shows how often a customer has purchased; and Monetary indicates the total
(or average) a customer has spent. Therefore, each customer of a business can char-
acterized by a set of RFM values, and furthermore all the customers can be grouped
into meaningful segments based on their RFM values so that various marketing
strategies can be adopted to different customer groups accordingly.

Note that a time series of RFM values can be generated for each customer if they
are calculated at consecutive time points, such as at the end of each calendar month
over a period of time.

3.2 k-Means Clustering

k-means clustering is one of the most popular algorithms in data mining for grouping
samples into a certain number of groups (clusters) based on Euclidean distance mea-
sure. Assume V1;V2; . . .;Vn are a set of vectors, for instance, a vector represents a
customer’s RFM values in the form a vector, and these vectors are to be assigned to
k clusters S1; S2; � � � ; Sk. Then the objective function of the k-means clustering is
expressed as

f l1; l2; � � � ; lkð Þ ¼
Xk

i¼1

X
Vj2Si Vj � li

�� ��2 ð1Þ

where li represents the centroid of cluster Si. The k-means clustering algorithm in the
form of pseudocode is shown in Table 1.
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In this paper, a group of customers are segmented into three segments using the k-
means clustering based on their RFM values: low, medium, or high profitability
groups.

3.3 Open-Loop Model and Closed-Loop Model for Time Series
Prediction

Time series prediction can be in general formalized by open-loop and closed-loop
models. Given a time series fh tð Þjt ¼ 1; 2; � � � nÞg, a prediction based on an open-loop
model is expressed as

h
^
tð Þ ¼ f h t � 1ð Þ; h t � 2ð Þ; � � � ; h t � nð Þð Þ ð2Þ

where f �ð Þ donates a mapping, and h
^
tð Þ represents the predicted value of variable h tð Þ at

time t using the prior n observed values of the variable at time points t−1, t−2, � � �, t−n.
A closed-loop model can be expressed as

h
^
tð Þ ¼ f h

^
t � 1ð Þ; h

^
t � 2ð Þ; � � � ; h

^
t � nð Þ

� �
ð3Þ

which uses the previous n predicted values h
^
t � 1ð Þ; h

^
t � 2ð Þ; � � � ; h

^
t � nð Þ to predict to

the value of variable h tð Þ at time t.

3.4 Model Selection

The mapping f �ð Þ in an open-loop or a closed model (Eqs. (2) and (3)) can be in
different forms. In this paper, three models are considered for comparison purpose:
Linear Regression, Multilayer Perceptron (MLP), and Naïve Bayesian.

Linear regression is perhaps the simplest model to be considered. Using this model
for prediction, Eqs. (2) and (3) can be re-written, respectively, as

Table 1. The k-means clustering algorithm.

Step 0: Initialise the centroids of k clusters 

Step 1: Assign to cluster , if 

Step 2: Update centroids  using , where represents the

number of vectors in a cluster

Step 3: Stop if the centroids remain unchanged; Otherwise, go back to Step 1.
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h
^
tð Þ ¼ w0 þ

Xn

i¼1
wih t � ið Þ ð4Þ

and

h
^
tð Þ ¼ w0 þ

Xn

i¼1
wi h

^
t � ið Þ ð5Þ

where fwiji ¼ 0; 1; . . .nÞg are regression coefficients.
A multi-layer perceptron can be thought of as a regression model on a set of derived

inputs via layered and successive non-linear transformations. In this paper, an MLP is
used with a single hidden layer and a linear transformation for output nodes, which can
be expressed as

hj tð Þ ¼ 1

1þ e�ðw0j þ
Pn

i¼1
wijh t�ið ÞÞ ; j ¼ 1; 2 � � � ;m ð6Þ

h
^

l
tð Þ ¼ w0l þ

Xm

j¼1
wjlhj tð Þ; l ¼ 1; 2. . .; k ð7Þ

where wij and wjl are connection weights between the ith input node to the jth hidden
node, and the jth hidden node to the lth output node, respectively; w0j and w0l donate the
bias to the jth hidden node and the bias to the lth output node, respectively; and hj tð Þ andbhl tð Þ donate the output of the jth hidden node and the lth output node, respectively. For

the closed-loop model the inputs h t � ið Þf g are substituted by h
^
t � ið Þ

� �
.

3.5 Naïve Bayesian Model

A Naïve Bayesian model is based on Bayes’ theorem as shown below

p AjBð Þ ¼ p A;Bð Þ
p Bð Þ ¼ p BjAð Þp Að Þ

P Bð Þ ð8Þ

where p �ð Þ and p �j�ð Þ represent a probability and a conditional probability, respectively.
Applying Naïve Bayesian model, Eqs. (2) and (3) can be re-written and simplified as

p h
^
tð Þjh t � 1ð Þ; . . .; h t � nð Þ

� �
¼

p h
^
tð Þ; h t � 1ð Þ; . . .; h t � nð Þ

� �
p h t � 1ð Þ; . . .; h t � nð Þð Þ

/ p h
^
tð Þ; h t � 1ð Þ; . . .; h t � nð Þ

� �
� p h

^
tð Þ

� �Yn

i¼1
p h t � ið Þð Þ

ð9Þ
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p h
^
tð Þj h

^
t � 1ð Þ; . . .; h

^
t � nð Þ

� �
¼

p h
^
tð Þ; h

^
t � 1ð Þ; . . .; h

^
t � nð Þ

� �
p h t � 1ð Þ; . . .; h t � nð Þð Þ

/ p h
^
tð Þ; h

^
t � 1ð Þ; . . .; h

^
t � nð Þ

� �
� p h

^
tð Þ

� �Yn

i¼1
P h

^
t � ið Þ

� � ð10Þ

4 Case Study

4.1 Data Set and Data Pre-processing

A UK-based online retail is considered in this study [3, 9]. A data set was collected
from the retail which contains all the transactions occurring from December 2010 to
November 2011. The data set has 11 variables as described in Table 2. Note that the
data set can be found at: https://archive.ics.uci.edu/ml/datasets/online+retail.

It is worth mentioning that, over the years, the business has been functioning as
both wholesale and retail, and has maintained a stable and healthy number of
customers.

Appropriate pre-processing was carried out to address quality issues of the data set.
Outliers and extreme values have been removed. The resultant target data set contains
751 valid customers from the UK only.

4.2 Settings for Modelling

To start the analysis, a time series of RFM values for each customer was first calculated
at the end of each calendar month successively from December 2010 to November
2011, and therefore each RFM time series consists of 12 data points.

Table 2. Variables in the dataset.

Variable Data type Description; Typical values and meanings

Invoice Nominal Invoice number
StockCode Nominal Product (item) code
Description Nominal Product (item) name; CARD I LOVE HAVANA
Quantity Numeric Quantity of each product (item) per transaction
Price Numeric Product price per unit in sterling; £45.23
InvoiceDate Numeric Day and time when a transaction occurred; 23/08/2011 15:59
Address Line 1 Nominal Delivery address line 1; 103 Borough Road
Address Line 2 Nominal Delivery address line 2; Elephant and Castle
Address Line 3 Nominal Delivery address line 3; London
PostCode Nominal Delivery address postcode; SE1 0AA
Country Nominal Delivery address country; England

Predicting Customer Profitability Dynamically over Time 179

https://archive.ics.uci.edu/ml/datasets/online%2bretail


Further at each time point of the monthly-based RFM time series, the customers
were grouped using the k-means clustering into three profitability groups as shown in
Fig. 1, where Recency is in month and Monetary is in Sterling, and symbols ‘*’, ‘+’,
and ‘o’ indicate high, medium, and low profitability groups, respectively. The sub-
graphs in Fig. 1 are arranged sequentially by month in ascending order. As such, each
customer belongs to a certain profitability group at a given time point of the time series.
Before conducting the clustering, the RFM values were normalised by using range
normalisation.

Next, the three types of predictive models discussed in the previous section were
applied to predict each customer’s profitability group using open- and closed- loop
models. The three profitability groups were encoded into three orthogonal unit vectors
1; 0; 0½ �, 0; 1; 0½ � and 0; 0; 1½ �, and these vectors were used as the desired outputs of all
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Fig. 1. Customers segmented into three profitability groups: high (*), medium (+), or low (o).
Calculations were made at the end of each calendar month from Dec. 2010 to Nov. 2011.
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the models for training to represent mutually exclusive three classes. Both the open-
and closed- loop linear regression models had two or three terms. The topology of the
MLP models were set to: three input nodes, ten hidden nodes and three output nodes.
The initial connection weights and biases were generated randomly.

All the models were trained and tested 10 times, and each time 70% of the samples
in the data set were randomly selected for training and the remaining 30% for testing.
The data in December 2010 and January 2011 was used as the initial inputs for the
closed-loop models. Note that, regardless what predictive models to be used, the
training procedures for both the open-loop and closed-loop models are the same;
However, when applying a trained closed-loop model, the first n observations will be
used as the initial inputs to the model, and then the predicted values will be fed back
sequentially to the model as inputs to generate further predications in an autonomous
manner.

4.3 Experimental Results

With the given settings, the relevant experiments were conducted accordingly to
examine how well a customer’s membership in terms of profitability groups can be
predicted over time. The average prediction accuracies generated by different models
are given in Tables 3 and 4.

5 Discussion

From the experiment results obtained, it is evident that the RFM time series under
consideration was well predictable, and a customer’s profitability group was stable.

Under all the experimental conditions, the prediction models using observations at
one previous time point performed well and had a similar performance to those using
observations at two previous time points. This can be further interpreted as the transit

Table 3. Average prediction accuracy using observations at one previous time point.

Model Open-loop Closed-loop
Training Testing Training Testing

Linear Regression 84.82 84.34 84.82 74.90
MLP 84.82 84.34 84.82 74.90
Naïve Bayesian 84.82 84.34 84.82 74.90

Table 4. Average prediction accuracy using observations at two previous time points.

Model Open-loop Closed-loop
Training Testing Training Testing

Linear Regression 83.79 83.75 83.79 73.89
MLP 84.85 84.90 84.85 74.91
Naïve Bayesian 84.85 84.90 84.85 74.91
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probability of a customer from one profitability group to another at any two consec-
utive time points was low.

An examination on the transit probability of the customers from one profitability
group to another over time has revealed that, on average, the transit probability was not
more than 6%. A summary of the average transit probability is given in Table 5, where
the element TPij, i; j ¼ 1; 2; 3; in the 3� 3 matrix indicates the average transit prob-
ability from the ith group to the jth group if i 6¼ j, and the average percentage of
customers remained the ith group if i 6¼ j.

Since the business has been running as wholesale as well, the prediction results are
quite interpretable and understandable. As such, the profitability of a customer in
month t only depended on the profitability of the customer in month t � 1. Therefore,
it’s not necessary to use more past time points in the prediction.

In addition, the MLP and the Naïve Bayesian models were slightly more stable than
the regression models.

The open-loop prediction models could achieve 84% accuracy and those models
were useful for a short-term prediction. The closed-loop prediction models have
achieved an accuracy of 79% and they could be applied for a long-term prediction.

6 Conclusions and Future Work

In this study, a comparative study has been conducted on predicting customer prof-
itability dynamically based on monthly RFM time series using multiple models. The
study shows a good predictability of the time series under consideration. The context of
the business of interest has helped to interpret the prediction results.

Further work includes:

• Using real transactional data collected over a longer period of time, such as two or
three years, to examine the predictability of the RFM time series;

• To investigate how prediction accuracy might be affected by the frequency at which
the RFM values are calculated with a given transactional data; and

• Using other possible profitability measures to conduct comparative research.

Table 5. Average customer transit probability over time.

Group 1 2 3

1 0.05 0.01 0.01
2 0.01 0.19 0.05
3 0.01 0.06 0.61
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