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Abstract. Training state-of-the-art Part-of-speech (POS) taggers tra-
ditionally requires many handcraft features and external data. In this
paper, we propose a neural network architecture for POS tagging task
for both contemporary and historical Portuguese texts. The proposed
architecture does not use the two traditional requirements cited above.
It uses word embeddings and character embeddings representations com-
bined with a BLSTM layer. We apply the architecture on three Por-
tuguese corpora and obtaining state-of-the-art accuracy of 97.87% on
the Mac-Morpho corpus, 97.62% accuracy on the revised Mac-Morpho
and 97.36% on Tycho Brahe. We also improve the tagging accuracy for
Out of Vocabulary (OOV) words in the Mac-Morpho corpus and in the
revised Mac-Morpho.
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1 Introduction

Part-of-speech (POS) tagging is a process of labeling each word in a sentence
with a morphosyntactic class (verb, noun, adjective and etc). POS tagging is
considered a hard task to perform due to the fact that some words could have
more than one class, depending on the context that it is used. POS tagging is a
fundamental part of the linguistic pipeline [9], most natural language processing
(NLP) applications demand, at some step, part-of-speech information [8]. For
example, its use can be found in sentiment analysis [4], in machine translation
[15] and question answering [27].

Several works have been done to solve this task and they push the state-
of-art accuracy to more than 97%. But still, have room for improvement since
any small gain can generate an impact on other NLP tasks. Recently, neural
network approaches have become very used to solve NLP problems [12] and
word embeddings, also have been applied with a great success [16].

In [18], the authors build an LSTM neural network that extracted charac-
ter embeddings information for using in POS tagging classification. They tested
the model on four different languages. In [24], the authors explore the problem
of using a deep neural network that uses a convolutional layer to learn charac-
ter level representation of words, and achieve great results on three Portuguese
corpora.
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In this work, we propose the use of a neural network architecture that is
effective to solve the Portuguese POS tagging task. More precisely, our proposal
combines BLSTM with pre-trained word embeddings and character embeddings.
We evaluate our model on three Portuguese corpora: the original Mac-Morpho
corpus [2], the revised Mac-Morpho [7] and Tycho Brahe [25] corpus. We outper-
forms previous state-of-the-art results on these corpora, obtaining 97.87% accu-
racy on the Mac-Morpho corpus, 97.62% accuracy on the revised Mac-Morpho
and 97.36% on Tycho Brahe.

The structure of the paper is as follows. Section 2 discusses related work.
Section 3 introduces the neural network architecture proposal. Section 4 presents
the experiments and the results. Finally, Sect. 5 gives a conclusion and points
out our next steps.

2 Related Work

There has been many efforts to build Portuguese POS tagging. In [24], authors
built a system without any handcrafted features, using a neural network. They
employ a convolutional layer that allows effective feature extraction from words
of any size. They combine this representation along with word embeddings to
perform POS tagging. They evaluate on three Portuguese corpora: Mac-Morpho-
v1, Mac-Morpho-v2 and Tycho Brahe corpus.

In [5], authors used a Large Margin Structured Perceptron algorithm to solve
POS tagging. They used a small set (four) of handcraft features to improve their
performance. They empirically evaluate their system on the two versions of the
Portuguese Mac-Morpho corpus.

Fonseca et al. [6] used a multilayer perceptron neural network for training
a POS tagger. This neural network receives word embedding information and
handcraft features such as the presence of capital letters and word endings. The
authors report state-of-the-art performance on Portuguese corpora. With 97.57%
overall accuracy on the Mac-Morpho-v1 corpus, 97.48% on Mac-Morpho-v2, and
97.33% on Mac-Morpho-v3 presented in their work.

There are also several other neural networks proposed for POS tagging in
other languages. Wang et al. [26] proposed to use a BLSTM neural network with
word embedding for POS tagging with an English corpus. In [23], authors used
a BLSTM neural network for POS tagging with an auxiliary loss function that
accounts for rare words. They evaluated the neural network across 22 languages.

In [16], Ma and Hovy propose a neural network to solve POS tagging and
named entity recognition (NER). They constructed a model by feeding charac-
ter embeddings and word embeddings to a BLSTM on top of a CRF (Condi-
tional Random Fields) layer. They used a Convolution Neural Network (CNN)
for extracting character embeddings representations of words. And evaluate the
model on the English Penn Treebank WSJ corpus. There are four main differ-
ences between their model and what we are to propose here. We did not employ
CNNs to extracting character embeddings information, instead we use a BLSTM
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layer. We did not use CRF layer in the end of the model. We use word embed-
dings information provided by Wang2vec instead of GloVe. And they apply their
method for English language, while we are focused on Portuguese.

The work of [20] is what most resembles our neural network proposal. The
authors used a BLSTM layer fed by character and word embeddings information
to perform POS Tagging. They used a BLSTM for extracting character embed-
dings representations of words. Our work mainly differs from the model proposed
since we use Wang2vec instead of FastText and they apply their method to Ital-
ian, and we apply it to Portuguese.

3 Neural Network Architecture Proposal

In this section, we describe our proposal for the neural network architecture,
which consists in a BLSTM architecture combined with word embeddings and
character embeddings. Figure 1 illustrates our proposal.

Fig. 1. Neural network architecture for POS tagging

Word-Level Representation. Word embeddings have become commonly used
in modern NLP systems [10], this technique represents each word as a vector with
real numbers in an d-dimensional space. This allows words with similar meaning
to have a similar representation. Word embeddings capture both the semantic
and syntactic information of words [13]. This representation have been applied
with a great success [16] in many NLP taks.

In this work, we used pre-trained word embedding models provided by [13].
They collected a large corpus from several sources in order to obtain a multi-
genre corpus, representative of the Portuguese language. Seventeen different cor-
pora were used, totaling 1,395,926,282 tokens. They training the word embedding
models in algorithms such as Word2vec [21], FastText [3], Wang2vec [14] and
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Glove [22]. We tested which algorithm for word embedding is better fit in our
neural network.

Character-Level Representation. Morphological information of words can
be helpful in POS tagging classification. Suffixes could indicate a word class.
For example, the suffix like “ly” in “quietly” indicate an adverb, and a capital
letter could suggest that this word is a noun. But, handcrafted this kind of
features is costly to develop [17], and make this hard to adapt to other domains
or languages. Previous studies have shown that neural networks are a powerful
way to extract automatically morphological information. In [24], the authors
reached state-of-art results in Portuguese for POS tagging using a convolutional
layer to extract this information. And [20] exhibit positive results in Italian for
POS tagging by using BLSTM for extract morphological information.

For this subtask, we used a model proposed in [19] that applied a BLSTM
layer to produce character embeddings representation. Differently from word
embeddings, which are able to capture syntactic and semantic information, char-
acter embeddings can capture intra-word morphological and shape information
[20]. We define a character’s vocabulary that contains all uppercase and lower-
case letter as well as numbers and punctuation present on data. Given a word w
as an input, decomposed in m characters {c1, c2, ..., cm}, where m is the length
of w. Each ci is encoded as a one hot vector, with one on the index of ci in vocab-
ulary. The representation of the word w is obtained by combining the forward
and backward states from the BLSTM layer.

Network Architecture. Long short-term memory (LSTM) proposed by [11],
are a variant of RNNs. This kind of neural network is well known by their power
of capturing long-term dependencies, and have been widely used for sequence
labeling tasks. LSTM maintain previous information using memory cells. For
example, it takes a sequence of vectors, (x1, x2, ..., xn) as input and produces
another sequence (h1, h2, ..., hn) as output [1]. The LSTM captures just previous
information and has no knowledge of what comes next, but for many sequence
labeling tasks, it is helpful to have access to both past and future contexts [16].
Bi-directional LSTM (BLSTM) is a solution for filling this gap. BLSTM take
information in two separate hidden states one to the past and other to the future
and then concatenated the two separate hidden as one final state.

Given a decomposed sentence with n words, w1, w2, w3, ..., wn, and n tags,
t1, t2, t3, ..., tn, we use the BLSTM main layer to predict the tag probability dis-
tribution of each word. As shown in Fig. 1, to perform this prediction, we firstly
represent each word as a vector, which is the result of the concatenation of the
word embeddings representation and the character embeddings representation.
In this way, we can capture semantic and syntactic information (word embed-
dings) and morphological information (character embeddings) of the words.
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4 Experiments

In this section, we provide details about training the neural network and dis-
cusses our results. We implemented our model using Keras1 on top of Tensor-
Flow2. In the output layer, we use a softmax activation function.

Corpora. We evaluate the model on three different Portuguese corpora: the
original Mac-Morpho (v1) corpus [2], a revised version of Mac-Morpho (v2) [7]
and Tycho Brahe corpus [25]. The Mac-Morpho is a large manually POS-tagged
corpus Portuguese, collected from Brazilian newspaper articles [2]. The orig-
inal version has 53,374 sentences and 41 morphosyntactic class, as shown in
Table 1, and the revised version has 49,900 sentences and 30 morphosyntactic
class. The Tycho Brahe Corpus is composed of historical Portuguese with texts
written in Portuguese by authors born between 1380 and 1881. We use the same
train/development/train split as [24] and [6] in order to directly compare results.

Table 1. Corpus splits

Corpus Train Development Test Total Tagset

Mac-Morpho v1 Sentences 42,022 2,211 9,141 53,374 41

Tokens 957,439 50,232 213,794 1,221,465

Mac-Morpho v2 Sentences 42,742 2,249 4,999 49,990 30

Tokens 807,796 43,141 94,991 945,928

Tycho Brahe Sentences 29,162 1,534 10,233 40,929 265

Tokens 734,889 40,673 259,913 1,035,475

Hyperparameters. We use the development sets to tune the neural network
hyperparameters. First, we examine the size of the hidden layer on the main
BLSTM. This feature has a limited impact on results. We also analyze word
embedding dimensions, character embedding dimensions and dropout rate on the
main BLSTM layer. We used the same set of hyperpameters shown on Table 2
for all corpus and experiments.

Table 2. Hyper-parameters for all experiments

Parameter Value

Hidden Layer (Main BLSTM) 512

Word embedding dimensions 100

Char. embedding dimensions 50

Dropout (Main BLSTM) 0.6

1 https://keras.io/.
2 https://www.tensorflow.org/.

https://keras.io/
https://www.tensorflow.org/
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Results. Firstly, we test the performance of our model on four different methods
to pre-train word embedding. We used as metrics overall accuracy (ALL) and
Out of Vocabulary (OOV) accuracy. We run experiments with Word2vec, Fast-
text, Wang2vec and Glove. As presented in Table 3, all word embeddings gen-
erate higher accuracy. However, Wang2vec produce the highest overall accuracy
in our model on all corpora. Wang2vec’s good performance may be explained
by its focus in capture syntactic information [14], this is really useful for POS
tagging classification.

Table 3. Performance of our model with different word embeddings on the development
set

Corpus Embedding Accuracy (%)

Mac-Morpho v1 Word2vec 97.84

Fasttext 97.78

Wang2vec 97.97

Glove 97.70

Mac-Morpho v2 Word2vec 97.56

Fasttext 97.44

Wang2vec 97.67

Glove 97.53

Tycho Brahe Word2vec 96.93

Fasttext 96.94

Wang2vec 97.17

Glove 97.11

In order to measure the impact of word embeddings information and char-
acter embeddings, we compare the performance of our model with two baseline
systems. Table 4 shown the accuracy and OOV accuracy for the three systems in
the three corpora evaluated. The first baseline (Perceptron-handcrafted-features)
uses a multilayer perceptron with handcraft features. We utilize as features the
presence of capital letters, word suffixes, word prefixes, previous three tokens,
and the next three tokens. This model does not use any word embeddings or
character embeddings information. The second baseline (BLSTM-WE) was built
similar to our main model, but without any character embeddings information,
just word embeddings vectors. And the system BLSTM-WE-CE is our model
describe in Sect. 3. Both BLSTM-WE and BLSTM-WE-CE use Wang2vec word
embeddings and the same hyperparameters as shown in Table 2.

According to the results shown Table 4, BLSTM-WE performed better than
Perceptron-handcrafted-features on Mac-Morpho v1 and Mac-Morpho v2. Since
Tycho Brahe is formed by history of Portuguese text, many words are not present
in the pre-trained word embeddings, and this corpus could not benefit like the
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other by using BLSTM-WE. BLSTM-WE-CE system outperforms the BLSTM-
WE on the three corpora, especially on OOV accuracy. This result support what
already has been demonstrated by [24] and [16], that character embeddings are
important for linguistic sequence labeling tasks like POS tagging.

Table 4. Performance of our model and two baseline on the test set

Corpus System All (%) OOV (%)

Mac-Morpho v1 Perceptron-handcrafted features 96.31 88.45

BLSTM-WE 96.81 90.33

BLSTM-WE-CE 97.87 95.44

Mac-Morpho v2 Perceptron-handcrafted features 96.28 88.56

BLSTM-WE 96.58 90.57

BLSTM-WE-CE 97.62 94.84

Tycho Brahe Perceptron-handcrafted features 96.04 75.72

BLSTM-WE 95.88 74.01

BLSTM-WE-CE 97.36 85.74

Comparisons. We compare our results with two top performance systems. In
Table 5, we compare overall accuracy and OOV accuracy on the three corpora.
Our system outperforms the previously best systems by improving in 0.23%
overall accuracy for the Mac-Morpho v1, 0.31% for Mac-Morpho v2 and 0.19%
for Tycho Brahe corpus. We also improve OOV accuracy in 3.18% for the Mac-
Morpho v1 and 1.50% in Mac-Morpho v2. These results define a new state-of-
the-art of this three corpora and demonstrate effectiveness of using BLSTM in
Portuguese POS tagging.

Table 5. Comparison with Portuguese POS taggers

Corpus Embedding All (%) OOV (%)

Mac-Morpho v1 This work 97.87 95.44

[6] 97.57 93.38

[24] 97.47 92.49

Mac-Morpho v2 This work 97.62 94.84

[6] 97.48 94.34

[24] 97.31 93.43

Tycho Brahe This work 97.36 85.74

[6] 96.91 84.14

[24] 97.17 86.58
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Table 6. F1 per tags in
Mac-Morpho v1

Class Meaning F1(%)

CUR Currency 100.0

ART Article 99.0

PREP Preposition 99.0

V Verb 99.0

KC Coor. conjunction 98.0

N Noun 98.0

PROADJ Adjective pronoun 98.0

PROPESS Personal pronoun 98.0

NPROP Proper noun 97.0

NUM Number 97.0

PCP Participle 97.0

VAUX Auxiliary verb 96.0

ADJ Adjective 95.0

PRO-KS-REL Sub. c. r. pronoun 94.0

ADV Adverb 93.0

KS Sub. conjunction 91.0

PDEN Denotative word 91.0

PROSUB Nominal pronoun 89.0

ADV-KS-REL Sub. rel. adverb 86.0

PRO-KS Sub. con. pronoun 75.0

ADV-KS Sub. con. adverb 55.0

IN Interjection 52.0

Table 7. F1 per tags in Mac-Morpho v2

Class Meaning F1(%)

CUR Currency 100.0

PREP+PRO-KS-REL Prep. sub. c. r. pronoun 100.0

PU Punctuation 100.0

ART Article 99.0

PREP+ART Preposition + article 99.0

PREP+PROADJ Prep. + adjective pronoun 99.0

PREP+PROPESS Prep. + personal pronouns 99.0

PROPESS Personal pronouns 99.0

V Verb 99.0

KC Coor. conjunction 98.0

N Noun 98.0

PREP Preposition 98.0

NPROP Proper noun 97.0

NUM Number 97.0

PCP Participle 97.0

PROADJ Adjective pronoun 97.0

VAUX Auxiliary verb 96.0

ADJ Adjective 95.0

ADV Adverb 93.0

PREP+ADV Preposition + adverb 92.0

PRO-KS-REL Sub. c. r. pronoun 92.0

KS Sub. conjunction 91.0

PROSUB Nominal pronoun 91.0

PDEN Denotative word 90.0

ADV-KS-REL Sub. rel. adverb 86.0

PREP+PROSUB 83.0

PRO-KS Sub. con. pronoun 76.0

IN Interjection 73.0

ADV-KS Sub. con. adverb 71.0

PREP+PRO-KS Prep. + s. c. pronoun 00.0

Performance Per Tags. We used F1-score F1 = 2 ∗ Precision ∗ Recall/
Precision + Recall to evaluated our best model (BLSTM-WE-CE). We ana-
lyzed the tag-wise performance obtained by BLSTM-WE-CE in the test set for
the Mac-Morpho v1 and the Mac-Morpho v2.

Table 6 shows F1 scores per tag on the Mac-Morpho v1, only non punctuation
tags were included. Most of the tags reached of more than 90% of F1. The
worst results are for IN (Interjection) with 52% and for ADV-KS (Subordinating
connective adverb) with 55%. These two tags have a low representation on Mac-
Morpho v1 corpus, IN represents just 0.034% of the tokens and ADV-KS just
0.032%. Due to their poor distributions, the model could not learn to classify
these classes properly.

In Table 7 we have the F1 scores per tag on the Mac-Morpho v2. Most of the
tags reached more than 90% of F1. The model completely failed to predict for
PREP+PRO-KS (Preposition + subordinating connective pronoun), the system
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is not learning anything due to their poor distributions. PREP+PRO-KS have
the lowest representation on the dataset just 0.033%.

5 Conclusions

In this study, We have empirically investigated a new approach that does not
require handcrafted features to deal with Portuguese POS tagging task. We show
that BLSTM with word embeddings and character embeddings gives superior
performance for Portuguese POS tagging reaching state-of-art in overall accuracy
in Mac-Morpho v1, Mac-Morpho v2, and Tycho Brahe corpus. As future work, we
intend to extend this architecture to solve another natural language processing
tasks in Portuguese, such as named entity recognition.
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with large margin structure learning. In: 2014 Brazilian Conference on Intelligent
Systems (BRACIS), pp. 25–30. IEEE (2014)
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