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Abstract. The article describes an approach for extraction of user pref-
erences based on the analysis of a gallery of photos and videos on mobile
device. It is proposed to firstly use fast SSD-based methods in order to
detect objects of interests in offline mode directly on mobile device. Next
we perform facial analysis of all visual data: extract feature vectors from
detected facial regions, cluster them and select public photos and videos
which do not contain faces from the large clusters of an owner of mobile
device and his or her friends and relatives. At the second stage, these
public images are processed on the remote server using very accurate
but rather slow object detectors. Experimental study of several contem-
porary detectors is presented with the specially designed subset of MS
COCO, ImageNet and Open Images datasets.
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1 Introduction

Nowadays the world lives through time, when social networks and mobile devices
create a vast stream of multimedia data including photos and videos [1]. Such
visual data contains specific information about a user, which might be used to
improve quality of user modeling and, consequently, accuracy of recommender
systems. Recently, deep learning techniques including convolutional neural net-
works (CNNs) are applied in many image processing tasks [2]. In particular,
CNN-based object detection for discovering of particular categories of interests,
e.g., interior objects, food, transport, sports equipment, animals, etc., can be
used to extract information from the user’s photos and videos about his or
her preferences [3]. Applications of computer vision in recommender systems
becomes all the more attractive. For example, visual recommender systems are
used in PInterest services in order to provide relevant photos based on their
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content [4] with Web-scale object detection and indexing. Visual search and rec-
ommendation of clothing, shoes and jewelry with the VisNet architecture [5] and
its modification [6] using extraction of visual features and a parallel shallow net.

However, as the photos and videos on mobile devices are created by a user,
they potentially contain sensitive personal information, and there is a need for
protections of users’ privacy. As a result, these multimedia data should not be
transferred to remote servers for analysis with the state-of-the-art complex meth-
ods [2]. That is why there is a significant demand for developing efficient archi-
tectures of CNNs [3,7], which can be implemented directly on a mobile device.
There exist a number of architectures that computationally effective and at the
same time have good accuracy [8]: SSD (Single shot detector) [9], SSDLite [10],
YOLO [11], with different variations of MobileNet [10,12] in a backbone CNN.
Unfortunately, if it is necessary to detect small objects (road signs, food, fashion
accessories, etc.), the accuracy of such computationally efficient detectors is usu-
ally much lower when compared to Faster R-CNN [13] with very deep backbone
CNN, such as ResNet [14] or InceptionResNet [15].

In this paper we exploit the fact that not all images can be considered as
personal data. For example, panoramic photos, images of food, interiors and
showplaces may be sent to remote server for object detection. These types of
photos usually contain important information about user’s preferences. Hence,
we propose here to automatically select private and public visual data. All public
photos and videos can be processed remotely with more accurate but slow mod-
els. At the same time, private data must be processed offline on mobile device
with less precise but lightweight detectors. Here we assume that private image
data contains faces of a user (owner of a mobile device) and his or her relatives
and friends. Such private photos are chosen using known face recognition [16,17]
and clustering techniques [18,19].

The rest of the paper is organized as follows. In Sect. 2 we introduce the
proposed pipeline for user preference prediction based on object detection and
facial clustering. Experimental results for subsets of MS COCO, ImageNet and
Open Images datasets are presented in Sect. 3. Concluding comments and future
works are discussed in Sect. 4.

2 Materials and Methods

The quality of recommender systems significantly depends on the solution of
the user modeling problem [20]. In this task it is required to develop the user’s
profile, i.e., predict his or her interests in C > 1 categories of preferences, e.g.,
food, animals, sports equipment, etc. In this paper we assume that a collection
of photos and videos is given, and the profile can be defined as a histogram, i.e.,
frequencies of C categories, which are observed in the gallery of mobile device.

If each category corresponds to some specific objects, this problem can be
solved with existing object detection techniques. In order to train the detection
models, a balanced dataset with 146 categories of objects with known bounding
boxes was created. The balance is chosen at a level of 5000 images per category.
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If a category has less pictures, all of them are used, otherwise the images are
randomly selected. The list of categories was split into the following high-level
interests: activity, appliances, children, indoors, fashion, food, musical instru-
ments, pets/animals, planting, product/services, outdoors, sport and transport.
Each high-level group contains 2–15 different types of particular objects from
MS COCO [22], ImageNet [21] and Open Images Dataset (OID) [3]. Sample
images are given in Fig. 1.

Fig. 1. Example of images from different categories used for training: (a)–(e) animals
(bear, cock, polar bear, dog, giraffe), (f)–(j) transport (plane, bus, train, truck, car),
(k)–(o) fresh food (salad, strawberry, orange, plum, banana), (p)–(t) mixture from
various high-level groups (drink, wine, tennis, dumbbell, tower).

Computational complexity and memory costs of the most accurate object
detectors [13], e.g., Faster R-CNN [13] with ResNet or InceptionResNet back-
bones, do not allow them to be implemented even in the most contemporary
mobile devices. At the same time, the usage of remote server to process all
multimedia data of an user is not permitted because of the privacy constraints.
That is why development of fast object detection models is so important [8,9,13].
Unfortunately, fast SSD-based methods are known to be much less accurate when
compared to Faster R-CNN, if the small objects should be detected [13]. How-
ever, namely such small objects usually defines the user preferences on his or her
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photos and videos. Hence, in this paper we propose to implement the multi-stage
procedure of user modeling (Fig. 2).

Fig. 2. Proposed pipeline for visual user modeling based on object detection and facial
clustering.

Here public data is extracted from the whole collection of images and videos
using facial analytic techniques implemented in offline mode on a mobile device.
Namely, private photos and videos are assumed to contain faces of an owner of
mobile device and his or her friends, relatives, etc. At first, N ≥ 0 faces are
detected on all photos using, e.g., lightweight SSD-based object detectors.

As the facial images Xn, n ∈ {1, ..., N} do not contain labels of concrete
subjects on the photos, the problem of extracting people from the gallery should
be solved by clustering methods. Namely, every face on image should be assigned
to one of the labels 1...K, where K is a number of people on images in the user’s
gallery. As K is usually unknown [23], hierarchical agglomerative or density
based spatial clustering methods should be used [24]. In order to apply these
methods, numerical feature vector should be extracted from each detected facial
image. As the faces are observed in unconstrained conditions, modern transfer
learning and domain adaptation techniques can be used for this purpose [2].
According to these methods, the large external dataset of celebrities is used to
train a deep CNN [25,26]. The outputs of one of the last layers of this CNN
form D-dimensional (D � 1) off-the-shelf features [27] xn = [xn;1, ..., xn;D] of
the photos Xn from the gallery [17]. These feature vectors are L2-normed in
order to provide additional robustness to variability of observation conditions.

The same procedure is implemented for a set of frames from each video from
a gallery (Fig. 2), and features of the obtained cluster centers are appended to
the set of all facial feature vectors. After that, the final clustering is conducted
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to detect clusters with sufficient number of faces in the gallery. We assume that
these faces belong to owner of the device and to his relatives and friends, and all
information on corresponding visual data is personal. A user may also manually
choose additional private photos.

Fig. 3. Example of user profile extracted by our mobile demo application: (a) high-level
groups, (b) detailed object categories

We try to predict if each photo can be loaded to external server or it contains
private information to see if the processing should be implemented on a mobile
device in the offline mode. The photo is considered to be private if it contains
faces either in the middle (portrait photo) or a face from rather large facial
clusters (family members or close friends). After that the “private” photos are fed
to the input of simple TensorFlow object detector, e.g., SSDLite with MobileNet
backbone. The “public” photos are processed by rather complex and accurate
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Fig. 4. Example of detections on mobile devices: (a) public data, (b) private data.

detector, e.g., the Faster R-CNN with Inception or InceptionResNet. We map the
detected objects on the predefined list of categories and obtain the most frequent
categories filling the user profile. The videos are processed similarly: each of 3–5-
th frames in each video is selected and the same procedure is repeated, though the
decision about private/public status is made for a whole video by considering the
video public only if all frames are marked as “public”. Then the list of obtained
user preferences from public photos and videos is sent back to the mobile device,
where it is combined with the results of offline detector in order to obtain the
final user profile, i.e., the total preferences histogram.

The proposed pipeline (Fig. 2) is implemented in a demo mobile application
for Android. It can work in offline mode but supports object detection with
Faster R-CNN with InceptionResNet v2 backbone on a remote Flask server. This
application sequentially processes all photos from the gallery in the background
thread. However, the intermediate results are available, so it is not necessary
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to wait for a long time. The resulted profile (histogram of detected objects for
each high-level group) is displayed in the main window (Fig. 3a). It is possible
to tap any bar in this histogram, and a new form with detailed categories is
shown (Fig. 3b). If the user taps a concrete category, a special form appears,
which contains a list of all photos from the gallery, in which the corresponding
object was found. Sample processing of public and private photos are given
in a Fig. 4.

3 Experimental Results

In the first experiment we examined facial clustering results [18] using the
GFW (Grouping Faces in the Wild) dataset [28]. It contains facial images
from albums of 60 real users from a Chinese social network portal. The size
of an album varies from 120 to 3600 faces, with average number of subjects
C = 46. Three CNNs were used for feature extraction: VGGFace [25], ResNet-
50 fine-tuned on VGGFace2 [26] and MobileNet [18,29], trained by us on the
same VGGFace2 dataset [26]. The VGGFace, VGGFace2 and MobileNet extract
D = 4096, D = 2048 and D = 1024 non-negative features in the output of
“fc7”, “pool5 7x7 s1” and “reshape 1/Mean” layers from 224×224 RGB images,
respectively. The estimates of relation of the number of clusters to the number of
different people in the dataset K/C, ARI (Adjusted Rand Index), AMI (Adjusted
Mutual Information), homogeneity, completeness and BCubed F-measure for dif-
ferent cluster linkages are shown in Table 1. The best results are marked by bold.

Table 1. Facial clustering results, GFW dataset.

Method Features K/C ARI AMI Homogeneity Completeness F-measure

Single VGGFace 4.10 0.440 0.419 0.912 0.647 0.616

VGGFace2 3.21 0.580 0.544 0.942 0.709 0.707

MobileNet 4.19 0.492 0.441 0.961 0.655 0.636

Average VGGFace 1.42 0.565 0.632 0.860 0.751 0.713

VGGFace2 1.59 0.603 0.663 0.934 0.761 0.746

MobileNet 1.59 0.609 0.658 0.917 0.762 0.751

Complete VGGFace 0.95 0.376 0.553 0.811 0.690 0.595

VGGFace2 1.44 0.392 0.570 0.916 0.696 0.641

MobileNet 1.28 0.381 0.564 0.886 0.693 0.626

Weighted VGGFace 1.20 0.464 0.597 0.839 0.726 0.662

VGGFace2 1.05 0.536 0.656 0.867 0.762 0.710

MobileNet 1.57 0.487 0.612 0.915 0.727 0.697

Median VGGFace 5.30 0.309 0.307 0.929 0.587 0.516

VGGFace2 4.20 0.412 0.422 0.929 0.639 0.742

MobileNet 6.86 0.220 0.222 0.994 0.552 0.411
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Here the specially-trained MobileNet [18] is in most cases more accurate
than the widely-used VGGFace. As expected, the quality of this model is slightly
lower when compared to much deeper ResNet-50 trained on the same VGGFace2
dataset. However, this MobileNet with average-linkage clustering is character-
ized by the highest BCubed F-measure, which is slightly higher than the best
BCubed F-measure (0.745) reported by the authors [28]. The most important
advantage of MobileNet model is an excellent speed (5–10-times than VGGFace
and VGGFace2) appropriate for offline mobile processing. Moreover, the dimen-
sionality of the feature vector is 2–4-times lower leading to the faster computation
of distances during clustering.

In the next experiments the gathered dataset (Fig. 1) was used to train sev-
eral object detection architectures using the Tensorflow Object Detection API,
namely, SSDLite (with image size 300×300 and 512×512) with MobileNet back-
bone, Faster R-CNN with Inception v2, ResNet-50/101 and InceptionResNet v2
with Atrous convolutions. The size of the model files and average inference time
on a laptop (MacBook Pro 2015) and mobile phone (Samsung S9+) are presented
in Table 2. Our SSDLite models are rather fast (200 ms and 500 ms per photo on
Samsung S9+ for SSDLite-300 and SSDLite-512, respectively). However, Faster
R-CNN models are inappropriate for offline detection on mobile devices (1.2 s
per image for simple Inception v2 model).

Table 2. Performance analysis of object detection models.

CNN Model size, MB Average inference time, s.

Laptop Mobile phone

SSDLite-300 (MobileNet v2) 31.83 0.16 0.30

SSDLite-512 (MobileNet v2) 31.83 0.21 0.52

Faster R-CNN (Inception v2) 64.91 0.40 1.25

Faster R-CNN (InceptionResNet v2) 204.34 1.01 2.39

The detection results for several testing images are shown in Fig. 5. As
expected, a simple SSD-based model here misses many small objects relevant for
user modeling. For example, this method does not detect anything on Fig. 5a.

The quantitative results of object detection models were obtained using 5000
testing images in each of 146 categories. In particular, we computed recall (an
average rate of detected objects from one class) and precision (average rate
among categories of correctly detected object for one category to all detected
objects of this category). Additionally, some of the categories are considered as
“family” categories to each other. For example, sometimes it is not mistake if a
category “animal” is detected instead of concrete objects, e.g., “cat” or “dog”,
detection of “building” instead of “skyscraper” is also suitable, etc. Because
of this, precision and recall were calculated “as-is” (exact matching) and with
taking into account these family categories. The results are presented in Table 3.
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Fig. 5. Sample detection results: (a), (c) SSDLite (MobileNet v2); (b), (d) Faster R-
CNN (InceptionResNet).

Here there exist three models with the highest quality: Faster R-CNN with
both versions of InceptionResNet (original and quantized by standard proce-
dure from TensorFlow) and ResNet-101. Overall, InceptionResNet returns more
detections than the model with Inception or ResNet backbones.

In addition, the most reliable categories were selected for each model so their
average recall was more than 0.75 and their precision was calculated (Table 4).
The asterisks here mean that some of the important categories were not included
in selected categories e.g., faces and buildings. Here the main quality criterion is
the number of selected categories, which characterizes how stable is the model for
a variety of categories. ResNet-101 on average has higher recall and precision in
every taken measurement, however, the number of selected categories is smaller.
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Table 3. Estimates of object detection precision/recall.

CNN Exact match Family match

Recall Precision Recall Precision

Faster R-CNN (InceptionResNet v2) 0.425 0.477 0.448 0.534

Faster R-CNN (InceptionResNet v2 quantized) 0.425 0.471 0.448 0.528

Faster R-CNN (Inception v2) 0.393 0.537 0.414 0.593

Faster R-CNN (ResNet-50) 0.332 0.583 0.35 0.636

Faster R-CNN (ResNet-101) 0.465 0.562 0.485 0.618

SSDLite (MobileNet v2) 0.149 0.465 0.166 0.525

SSDLite (MobileNet v2 quantized) 0.149 0.463 0.166 0.524

Table 4. Results of object detection with selection of reliable classes with recall ≥ 0.75.

CNN Number of
selected
categories

Precision

Faster R-CNN (InceptionResNet v2) 78 0.662

Faster R-CNN (InceptionResNet v2 quantized) 79 0.663

Faster R-CNN (Inception v2) 44 0.762

Faster R-CNN (ResNet-50)* 30 0.838

Faster R-CNN (ResNet-101) 67 0.760

SSDLite (MobileNet v2)* 3 0.773

SSDLite (MobileNet v2 quantized)* 3 0.768

This is due to lower precision/recall for categories that are considered to be
important. The lowest precision is for such categories as house, animal, car and,
especially, face.

4 Conclusion

In this paper we proposed the novel algorithm for user modeling (Fig. 2) based
on detection of special objects in photos and videos in a gallery of mobile device.
It is known that lightweight SSD-based models cannot be used for small object
detection (Fig. 5), so the processing on a remote server with contemporary GPU
is needed. However, transfer of all photos to the server is usually undesirable due
to the presence of personal information in many photos. Hence, we implemented
the heuristical rule-based classification of private and public photos/videos based
on the presence of faces of relatives/friends on private images. We implemented
an efficient facial analysis in offline mode using specially trained MobileNet [18],
which was practically as accurate as the state-of-the-art facial feature extractors
(Table 1).
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In order to train various object detectors and compare their performance
(Tables 2, 3 and 4), we gathered a special dataset (Fig. 1). As expected,
lightweight models, e.g, SSDLite, are faster and take less memory than Faster
R-CNN with different backbones, however their accuracy is also much lower
(Table 3). The proposed approach was implemented in a special mobile applica-
tion. In future, it is important to detect private photos more accurately by, e.g.,
using text recognition techniques for processing of scanned documents (tickets,
passports, etc.). Moreover, other backbones for SSD should be also examined as
current MobileNet v2 leads to rather low quality (Fig. 5).
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