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Abstract. Actually, various Geometric and Machine Learning methods
are employed to synthesize expressions. The geometric techniques offer
high-performance shape deformation but lead to images which are lack-
ing in texture details such as wrinkles and teeth. On the other hand, the
machine learning methods (e.g. Generative Adversarial Network GAN)
generate photo-realistic expressions and add texture details to the images
but the synthesized expressions are not those of the person. In this paper,
we propose a hybrid geometric-machine learning approach to synthesize
photo-realistic and personalized joy expressions while keeping the iden-
tity of the emotion. Our approach combines a geometric technique based
on 2D warping method and a generative adversarial network. It aims
at benefiting from the advantages of both paradigms and overcoming
their own limitations. Moreover, by adding a previous knowledge of the
way of smiling of the subject, we personalize the synthesized expressions.
Qualitative and quantitative results demonstrate that our person-specific
hybrid method can generate personalized joy expressions closer to the
ground truth than two generic state-of-the-art approaches.

Keywords: Expression synthesis · Person-specific model ·
Hybrid method MLS-GAN

1 Introduction

The theory of peripheral emotional feedback states that our emotional expe-
riences are under the retroactive influence of our own expressions [13]. It has
been an ongoing subject of debate in psychology since James [9]. Actually, facial
expressions become a tool for psychological analysis [11]. The fact that putting
on a smile or frown may have an implicit, automatic effect in one’s emotional
experience holds tremendous potential for clinical remediation in psychiatric
disorders. We address this situation head-on, proposing a framework able to
channel the psychological mechanism of facial feedback for clinical application

Work funded by ANR REFLETS project.

c© Springer Nature Switzerland AG 2019
E. Ricci et al. (Eds.): ICIAP 2019, LNCS 11752, pp. 24–34, 2019.
https://doi.org/10.1007/978-3-030-30645-8_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30645-8_3&domain=pdf
https://doi.org/10.1007/978-3-030-30645-8_3


Personalized Smile Expression Synthesis 25

to post-traumatic stress disorders (PTSD). Via our framework implemented in a
mirror-like device, the observers can see themselves in a gradually more positive
way: without their knowing, their reflected face is algorithmically transformed
to appear more positive. Using this system, we expect that observers believe the
emotional tone of their transformed facial reflection as their own, and align their
feelings with the transformation. One more thing, the expressions are highly
personal and each person smiles differently. To act positively on the emotional
state of a subject while keeping the credibility, we generate a person-specific joy
expression basing on previous knowledge of her own way of smiling.

Our model leads to preserve the morphology shape and the identity of the
emotion by reproducing the specific way of smiling of each subject. The first
contribution is that we personalize the generated expression. As we cannot guess
the specific way of smiling of a subject, we need previous knowledge of her way of
smiling. The originality is that we first learn a Person-Specific model using one
neutral and one smiling face of the person whose expression we want to change.
The model is composed of several parameters which are specific to each subject
and is used to perform a 2D warping on the neutral face to synthesize a specific
and personalize joy expression. The second contribution of our method is that
we use a GAN to refine the details in the synthesized images. The originality is
that we introduce a hybrid method combining geometric and machine learning
tools. The geometric part aims at preserving the identity shape and optimize
the distortion made on the image. The GAN offers a realistic facial texture and
allows to naturally refine the local-texture details of the synthesized images such
as wrinkles and teeth. The last contribution is that our approach can synthesize
smile expression with different intensities from a single image.

2 Related Work

Research work on synthesizing photo-realistic facial expressions on real subjects
can be divided into two categories: Geometric techniques and machine learning
methods. The first category mainly resorts to computer graphic techniques and
is based on shape distortion. These methods directly deform the detected land-
marks to generate an expressive face [2,12,18,24]. Most of the time, the shape
distortion is based on a predefined translation of the landmarks [12,18,24]. The
main limitation is that the participants must keep the neutral facial expression
and they should not speak or change their head position during the expression
generation. These constraints was tackled in the framework of Pablo et al. [2].
The proposed system adapts to the position of the user’s face. Yet, the deforma-
tions in these works are still based on the same model for all the subjects. Then,
these methods generate non-personalized expressions. However, the expressions
(e.g. smile) are personal and it occurs in a different way for each person, it may
be: straight, curved or elliptical. Finally, the texture refinement in these works
are obtained by the moving least squares method [16] (MLS). This method pro-
vides a deformation that minimizes the amount of local scaling and optimizes
the distortion made on the image in real time. However, it leads to generate
images that miss fine details such as wrinkles and teeth.
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The second category aims at building generative models [6] to synthesize
facial expressions with predefined attributes [3,7,14,21,22]. These models are
based on texture refinement. The GANs allow to synthesize different photo-
realistic facial expressions [7,21] or to animate a single RGB image [3,14]. These
models enable to generate natural and reasonable face expressions (e.g. differ-
ent smiles) and generate images with fine local details. The deformations are
based on a model which is learned on several subjects. So that the synthesized
expressions are not the subject’s own. Yet, each person has her own way to make
expressions. Finally, images generated by such methods sometimes tend to be
blurry and of low resolution.

The geometric methods provide a relevant shape deformation but it lacks
local details in the generated images. The generative models succeed in adding
texture details (wrinkles and teeth) but the generated smiles are not those of the
person. To this aim, we propose a hybrid geometric-machine learning method
that combines the benefits of the geometric and machine learning methods to
synthesize person-specific joy expression. We use a geometric technique to deform
the shape of a detected face to appear more positive. For each person, we learn a
parametric model according to her own way of smiling using her neutral expres-
sion and her smile one. Then we use this model as previous knowledge of the
way of smiling to synthesize a personalized joyful expression. As the synthesized
images are lacking in details such as teeth and wrinkles, we employ a GAN to
refine the texture and to add local fine details to these images. Our framework is
able to synthesize person-specific joy expressions with different intensities while
preserving the emotion user’s identity.

3 Our Hybrid Approach

Our framework aims at generating personalized joy expression as illustrated in
Fig. 1. Our algorithm starts with a learning step to build a person-specific model
(Sect. 3.1). The model is learned using a neutral and a smile expression of the
subject. We use the predefined model and a coefficient d to manipulate the
intensity of the generated expression (Sect. 3.2). Finally, we use a GAN to refine
the local-texture details on the synthesized images such as wrinkles and teeth
(Sect. 3.3).

3.1 Learning a Person-Specific Shape Model

To preserve the identity of the emotion and to generate person-specific expres-
sions, we need previous knowledge of the way of smiling of the subject. To this
aim, we lean a person-specific model for each subject using her neutral frame
Xn and her smiling frame Xs (Fig. 1: part 1). For the tracking, we use GenFace-
Tracker of Dynamixyz [4]. This tracker detects the face and determines precisely
the coordinates of 84 landmarks as well as the orientation, scale, and position
of the face. A smile is expressed with the rise of the corners of the mouth and
cheeks, as well as the lifting of the lower eyelids [5], we selected 10 landmarks
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Fig. 1. Our framework is composed of 3 parts. In the first part, we track one neutral Xn

and one smiling Xs face of the subject to extract the features which are the landmarks
positions. Then, we learn a person-specific model from the detected landmarks of the
two faces. In the second part, the learned model is used with each current frame Xc of
the subject to generate a current smiling frame Xcs. We use the predefined model of the
subject and a coefficient d to manipulate the intensity of the generated joy expressions.
We employed a 2D warping method MLS [16] to deform the current face. In the third
part, we use a generative adversarial network to refine local details on the synthesized
frames.

which corresponds to the corners of the mouth and the lower points of the eyes
to learn the deformations of the face (i = {64, 65, 69, 70, 71, 75, 45, 46, 51, 52}).
Once the landmarks of the two faces Xn and Xs are aligned by homography, we
perform a Delaunay triangulation on the neutral face. Each of the 10 selected
landmarks Xi

s is located inside a neutral face triangle (Xui
n , Xvi

n , Xwi
n ). Figure 2

gives an example for the landmark 64. We calculate the barycentric coordinates
(αi, βi, γi) for each of the 10 points Xi

s. These coordinates are the parameters of
our person-specific model. The model is composed of 10 vectors with 6 compo-
nents. These components are the 3 vertices indexes of the triangle in which the
landmark is located (ui, vi, wi) and the 3 corresponding barycentric coordinates
(αi, βi, γi). The calculation of Xi

s is formulated as follows:

Xi
s = αiX

ui
n + βiX

vi
n + γiX

wi
n (1)

3.2 Expressions Shape Synthesis with Different Intensities

To generate a joy expression from a current detected image Xc of a subject,
We use the learned specific model of this subject as previous knowledge of her
way of smiling. We detect the landmarks Xi

c of the current detected face with
GenFaceTracker [4]. Having the different coefficients αi, βi and γi of each of the
10 points of the smiling face, and knowing the coordinates of the triangles (ui,
vi, wi) in which are located these points, we determine the positions of the new
10 points of the current smiling face Xi

cs (the transformed current face with a
smile) using Eq. (2).

Xi
cs = αiX

ui
c + βiX

vi
c + γiX

wi
c (2)
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Fig. 2. Positions of the smiling landmarks relative to the neutral landmarks. Each
landmark of the smiling face is inside a triangle of the neutral face (X64

s inside the
triangle of vertices X57

n , X3
n, X64

n ).

One of the originality’s method is that we can generate this expression with
different intensities according to a linear model.

Xi
cs = Xi

c + (Xi
cs − Xi

c) × d (3)

Where d is the deformation coefficient. Increasing this coefficient increases the
smile intensity and vice versa.

– If d = 0, the result is an unchanged face Xcs = Xc.
– If d = 1, the result is an expression of joy Xcs that matches the intensity of

the one that was learned.

Figure 3 shows an example of the generated joy expressions with different inten-
sities for one subject.

To generate a deformation, that minimizes the amount of local scaling, we
applied the Moving Least Squares method MLS [2,16]. The rigid MLS is very
effective for image deformation and optimizes the distortion made on the image
in real-time. Given the time needed to perform the deformations and apply them,
we make a time/esthetic’s compromise as in [2]; we apply the algorithm on grids
around each eye and around the mouth, not on each pixel of the image.

In this way, for each subject we built a geometric model that is used as a
previous knowledge to generate personal joy expressions with different intensi-
ties. As shows Fig. 3 the generated joy expression is photo-realistic. However, it
misses some details such as teeth and wrinkles.

Fig. 3. Generation of 6 joy expressions intensities with coefficient variation from 0 to
1 with step of 0.2.
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3.3 Texture Refinement with GAN

To refine the texture details on the synthesized frames (add wrinkles, dimples,
and teeth), we use a generative adversarial network [6]. The GAN in [8] achieved
impressive results thanks to the used skip connections. It was employed in several
researches of facial expressions [14,20,21]. These skip connections between Genc

and Denc aims at increasing the resolution of the output. The encoder features
are transmitted along these connections with the conditioned information to
the decoder. In our framework, we use the same architecture, but we changed
the data. Our first originality is that we use the synthesized (warped) images
Iwj generated with the MLS and the real smiling expressions Isj to train a
conditional GAN as Fig. 4 shows. Our second originality is the use of a label
vector Lsj that is composed of the normalized distance of the lips opening Oj

concatenated with one hot vector Vj of 10 values which characterizes the intensity
level. This label helps the GAN to correctly add the expression details such as
the opening of the mouth, which indicate that it should add teeth. Furthermore,
to capture the structural information of the images and achieve more realistic
joy expressions, we adopt the feature matching loss term Fm of [15,23]. This
function forces the generated image and the real smile image to share the same
features. Thus, the generated expression will be closest to the real expression.

Fig. 4. The GAN is used to refine details on the synthesized geometric images Iwj .
The synthesized images Iwj generated by the geometric step, are fed to the Generator.
The encoding representation of the image g(Iwj) is concatenated with a label vector
Lsj which is composed of the normalized distance of the lips opening Oj and one hot
vector Vj to characterize the intensity. The decoder generates the expressive frame with
more details. The discriminator D takes two couple of images; the synthesized frame
Iwj with the real frame Isj and the synthesized frame Iwj with the generated frame to
determine if the latter is a real or a fake expression.

4 Experiments and Results

In this section, we present the implementation details on 3 datasets and our
qualitative and quantitative results.
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Database CK: This database [10] includes 486 sequences from 97 subjects. Each
sequence begins with a neutral expression and proceeds to a peak expression. We
select the 88 subjects who have smile sequences. Since almost all the sequences
are grayscale, we use gray scale images in our experiments.

Database MMI: The database MMI [19] consists of over 2900 videos and high-
resolution still images of 75 subjects. It is fully annotated for the presence of AUs
in videos. We select the 56 smile videos of 28 subjects which are annotated with
AU6 and AU12 (corresponding to smile). Each subject has 2 smiling videos so,
we have the opportunity to learn the person-specific model on one video (using
a neutral and a smiling face) and test it on another one. Those tests are referred
to MMI* in Sect. 4.1.

Database Oulu-CASIA: The database contains 80 subjects [25] with the 6
basic expressions for each subject. We use smile sequences to carry out our
experiments. The videos are captured with VIS camera with strong illumination.

The Protocol: With the 3 datasets, we obtain 196 subjects, so we built 196
geometric models. According to the results found in [1,17] concerning the Onset-
Apex duration, we choose to synthesize for each subject 10 frames with different
intensities. So that we have a total of 1960 synthesized images with the geometric
step.

All the synthesized images are normalized, aligned and cropped to 256× 256
size to train the GAN. In the training phase, we perform random flipping of the
input images to encourage the generalization of the network. We use leave-one-
out cross-validation to train the GAN. We use 1950 synthesized smile images of
the 195 subjects for the training and 10 images of the remained subject for the
test.

For the GAN, we adopt the architecture from [8]. As shown in Fig. 4, the gen-
erator G is an auto-encoder U-Net which take as input the synthesized image.
The Genc contains 8 convolutional layers. The first one is a simple convolutional
layer with a 5 × 5 kernel and stride 2. The others layers are composed of Leaky
ReLU as activation function, convolution with 5 × 5 stride 2 and a batch nor-
malization. Gdec is composed of 8 deconvolutional layers with 5× 5 stride 2 and
Leaky ReLU. To share the information between the input and the output fea-
tures, the decoder layers have skip connections with their corresponding layers
of Genc (see Fig. 4). Adaptive Moment Estimation optimizer (ADAM) is used to
train our model with β = 0.5, 0.0002 as learning rate and λ = 100.

In the test phase, we use a new neutral frame of the subject, his learned
geometric model and a chosen intensity to synthesize a joyful frame. The frame
result is fed to the trained GAN to add the missing details. For the MMI*, as
each subject have 2 videos we use one video frames (neutral frame and smile
frame) for learning the person-specific model and the second video for the test.

4.1 Quantitative Results

The metric we use to check the performances of our method is the angles between
the ground truth smile trajectory and the trajectories of the generated smile with
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the method. This allows us to evaluate if the generated smile is that of the person
or not and it permits to compare the slope of the real smile and the generated
one. As shows Fig. 5, we define the trajectory as the 2D displacement of the
mouth landmarks during the smile across the frames. To determine the angles,
we use the linear regression Y = aGT X +bGT of the ground truth trajectory. We
assume that Y = aX + b is the defined trajectory of the landmarks generated
with one method. The angle is determined by:

θ = tan−1

∣
∣
∣
∣

aGT − a

1 + aGT a

∣
∣
∣
∣

(4)

Table 1 shows the statistical results for the landmark located on the left corner of
the mouth. The same study was performed for the 10 landmarks involved in the
joy expression. The results show that our method generates trajectories which
are closer to the ground truth than the generic methods [2] and [21] (θ closer to
0). In addition, we can consider that our method is more stable than the other
two methods because of the low value of σθ. We observe that the results with
MMI* are less good than the results with MMI because we use a second video
of the person to test the model learned with another video of that person. But,
we always stay better than the other two methods [2] and [21].

Fig. 5. The ground truth and the generated trajectories of the landmark located at
the left corner of the mouth. We can notice that the angle between the GT trajectory
and our method trajectory is smaller than the angle calculated with the two generic
methods [2] and [21].

We measured the latency of the overall algorithm. Our tests performed on
an Intel processor Core i7 at 3.30 GHz with an NVIDIA geforce GTX 1070.
The mean time to process a single frame is of 65 ms. It is suitable for real time
applications (15 fps) such as the mirror in our use case.
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Table 1. Mean and standard deviation of angles calculated with the 3 methods on the
3 databases for the landmark of the left corner of the mouth for all the subjects. With
MMI*, we learn a person-specific model with one video of the person and we test it
with a second video.

Method Database

CK Oulu-CASIA MMI MMI*

[Pablo.18] θ = 12.10 θ = 17.81 θ = 12 θ = 12

σθ = 9.73 σθ = 15.94 σθ = 13.70 σθ = 13.70

[Wang.18] θ = 16.16 θ = 26 θ = 15.26 θ = 15.26

σθ = 12.24 σθ = 18.21 σθ = 12.66 σθ = 12.66

Our θ = 7.65 θ = 6.85 θ = 5.83 θ = 9.20

σθ = 8.25 σθ = 7.26 σθ = 7.01 σθ = 10.78

4.2 Qualitative Results

Qualitative results confirm that our method gives better results than [2] and
[21]. Figure 6 illustrates the results1 obtained for 2 intensities for 4 subjects with
the 3 methods.

GT [Pablo.18] [Wang.18] Our GT [Pablo.18] [Wang.18] Our

(a)

(b)

(c)

(d)

Fig. 6. The Ground Truth smile (GT) and the result frames of 4 subjects from the 2
databases (MMI and CK) with two intensities for each subject.

Concerning the shape, we observe that with the geometric method of Pablo
et al. [2], the corner of the lips is systematically raised (steep slope) for all the
subjects. We notice that the subjects (a) and (b) have a flat smile (low slope)
1 More results are available on https://drive.google.com/file/d/1hY15DNrrYNjxnf9J

mVFJhWUYhteTYnQa/view?usp=sharing.

https://drive.google.com/file/d/1hY15DNrrYNjxnf9JmVFJhWUYhteTYnQa/view?usp=sharing
https://drive.google.com/file/d/1hY15DNrrYNjxnf9JmVFJhWUYhteTYnQa/view?usp=sharing
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in reality while the smiles generated with [2] is growing and not realistic. The
GAN [21] generate different smiles but we can perceive that are not those of the
subjects. For the subject(c), the real smile is opened but the GAN generate a
tight smile for all the subjects.

Concerning the texture, We notice that with Pablo et al. all the generated
smiles are without teeth whatever the texture shape of the smile. For the subjects
(a) and (d), the real smile is without teeth but the GAN of [21] generate the
teeth for these subjects. On the contrary, for the subject (b) the real smile has
occurred with teeth but the GAN generate it without. Then, the GAN generate
realistic joy expression but not those of the person.

The visual fidelity shows that our method generates the closest smile shape
to the ground truth and maintain the same texture of the real smile for all the
subjects.

5 Conclusion

In this paper, we proposed a hybrid approach aiming at learning a person-specific
model for each person and transforming a captured face to appear more joyful.
Our method generate for each subject a photo-realistic joy expression according
to her own expression. Qualitative and quantitative results show that the syn-
thesized joy expression with our method is closer to the ground truth than the
expression generated with two generic methods. One of our research directions
is make psychiatric experiments with our tool to see if we can act on the PTSD
patients emotions.
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