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Abstract. Various applications used by mobile users today need seam-
less connectivity for providing a good quality user experience. Enterprise
Wireless Local Area Network (WLAN) is one of the technologies used by
mobile devices to connect to the Internet in several environments. For
providing seamless connectivity and communication, mobility manage-
ment becomes an important aspect of such deployments. In this paper,
we propose a client-unaware handover process for NAT (Network Address
Translation) operation mode of the access points in a Software Defined
Networking (SDN) based enterprise WLAN framework. The proposed
mechanism has been implemented in simulation and the results show
that the proposed mobility management mechanism is able to achieve
seamless handover and provide uninterrupted connectivity and commu-
nication to the mobile devices.

Keywords: Enterprise wireless LANs · Mobility management ·
Software defined networks

1 Introduction

With the exponential increase in the number of mobile devices and applications,
the mobile data traffic for the Internet has increased manifold. The mobile users
use a myriad of mobile applications on a day-to-day basis and many such appli-
cations require seamless connectivity for a good quality user experience. Mobility
management, thus, becomes a very important aspect of any wireless technology.

Enterprise wireless local area network (WLAN) technology provides Internet
connectivity to mobile devices in several environments, such as building, campus.
The deployment of such a network comes with its own set of requirements such
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as network security, load balancing, mobility management, etc. In this paper, we
delve into the mobility management aspect of the enterprise WLANs.

In WLANs, the connection initiation and termination is taken care of by
the mobile devices [2]. As a result, the handover process is mobile device driven.
When the mobile device moves away from the current AP and the signal strength
is not strong enough for communication, the mobile device disconnects from the
current AP. It then searches for a suitable AP and finally connects with a new
AP. This results in an interruption in the communication. Though IEEE 802.11r
[1] reduces the handover delay, disruption in communication will still be there.

Thus, mobility management in WLANs is distributed in nature and because
of this mobile devices encounter unnecessary disconnection while moving across
the entire coverage area. A centralized mobility management mechanism, having
a global view of the entire WLAN, can solve this problem. The network can
track the movement of mobile devices and can also detect an imminent handover.
Instead of the mobile devices, the network can initiate the handover and, as it has
a global view, it can also choose the AP which the mobile device should connect
with after the handover. This process will significantly reduce the handover delay,
and the ongoing communication will not get interrupted.

The advent of SDN [12–16] has paved a way for centralized network design
and control. This has been achieved by decoupling the data plane and the con-
trol plane of a switch (router) and placing the control plane in a centralized
controller. Such a design allows the controller to have a global view of the entire
network. SDN also enables network programmability by allowing the deployment
of customized control applications at the controller. To reap the benefits of such
a design, we have proposed a client-unaware, seamless handover process for NAT
(Network Address Translation) operation mode of the access points (AP) in a
Software Defined Networking (SDN) based enterprise WLAN framework. In this
paper, we have considered the SDN based framework proposed in [17]. In [17],
a non-NAT handover process is also proposed which creates tunnels in order to
correctly deliver packets to the roaming STA after the handover. We have only
used the SDN based framework in this paper. Additionally, we have extended the
framework by adding features in order to aid the proposed NAT based handover
mechanism. The additional features are providing a unique transport layer port
number across all Light APs for the NAT entry of a flow by the SDN Controller,
and tracking as well as storing of the NAT entries for the flows of each STA
at the SDN Controller. The proposed handover process has been implemented
in OMNeT++ simulator [19] and the results from the simulation show that the
handover process is able to achieve seamless handover and provide uninterrupted
communication to the mobile devices.

The rest of the paper is organized as follows. Section 2 presents the related
work. Section 3 presents the proposed handover mechanism. Section 4 describes
the simulation-based performance results. Section 5 concludes the paper.
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2 Related Work

In this section, we discuss some of the proposed mobility management schemes
for WLANs which try to reduce the delay during a handover process.

Handover management mechanisms for WLANs are proposed in [4,6,7,9,10];
however, the handover processes described in the papers are initiated by the
mobile devices. As a result of this type of handover process, the communication
of the ongoing sessions is disconnected and it can resume only after the handover
is completed.

Mobility management mechanisms proposed in [5,8,18,20,21] are initiated
by the network instead of the mobile devices. In [8], a mechanism is presented to
migrate all the associated mobile devices of an AP to another one. However, this
mechanism does not take into consideration that some of the mobile devices may
not be in the coverage area of the second AP, thus resulting in disconnection
of those mobile devices after the migration. Moreover, the proposed mechanism
does not support the handover of an individual mobile device.

The Odin project [18] uses a Light Virtual AP (LVAP) for representing each
mobile device. Each LVAP is configured with a unique basic service set identi-
fier (BSSID). It is stored at the physical AP with which the mobile device is
connected. In the paper, handover of a mobile device is handled by removing
its LVAP from one AP and adding the LVAP to another one AP. Though this
mechanism achieves client-unaware handover, it does not re-route the packets,
which have the roaming mobile device as the destination, from the old AP to
the new AP. As a result, the on-going communication may get disconnected, in
certain situations, until the communication is re-established by the application,
running on the mobile device. The paper also proposes unicasting of Beacon
frames to each mobile device. For large WLANs, this will increase the wireless
traffic leading to collisions with other frames.

In [20], a similar LVAP based approach is discussed. A handover mechanism
is proposed which takes into consideration the signal strength, the load on the
APs and the location of the mobile devices during taking a decision on the
handover of the mobile devices. However, [20] has similar shortcomings as that
of [18].

In [21], an SDN based framework is proposed, where the SDN controller
detects an imminent handover and modifies flows at the old and new APs appro-
priately. The controller then proactively adds flows to the SDN enabled wired
backbone to correctly deliver the data packets having the mobile device as the
destination. This proactive route update may become a bottleneck for large
WLANs. This is because of the added overhead of storing all the alternate paths
at the controller and the number of flow modification messages required to be
send for the route update.

In [5] Croitoru et al. propose that to have seamless mobility, the mobile
devices should connect with all the available APs and the traffic should be split
across them by using the Multi-path TCP (MPTCP) protocol. As the paper
only takes care of TCP traffic, UDP traffic will not have an uninterrupted com-
munication during handover. Moreover, the paper suggests multiple client-side
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modifications so that the throughput does not get severely affected in some sce-
narios. As a result, the clients without such modifications will suffer from low
throughput.

In our proposed solution, we make modifications at the AP side only. The
mobile devices do not require any changes. The SDN controller, in the proposed
solution, detects imminent handovers and instructs the APs to initiate the han-
dover processes. The data packets having the mobile devices as the destination
are re-routed to the new APs by updating NAT entries after the handovers are
completed. The proposed solution does not require the complete wired back-
bone to be SDN enabled. Moreover, the number of NAT entry updates remains
the same even when scaling to large WLANs. Thus, we efficiently address the
shortcomings of the above-mentioned work in our proposed solution.

3 Proposed Handover Mechanism for SDN Based
Enterprise WLAN Framework

This section presents the proposed handover mechanism for SDN based enter-
prise WLAN. We have considered the SDN based enterprise WLAN framework
proposed in [17]. Figure 1 depicts the SDN framework for the proposed NAT
based handover mechanism.

Fig. 1. Software defined enterprise WLAN framework.

In the framework, all the access points (APs) are SDN enabled. They all
connect to the SDN Controller called the Wireless Controller (WiC) using the
OpenFlow [16] protocol. The APs are called Light APs as the MAC management
functionalities are split between the APs and the WiC. The WiC handles the
Authentication and Deauthentication Services, the Association, Disassociation
and Reassociation Services, and the Distribution Service and the Light APs
handle the Probe Response Service, the Integration Service, and the Beacon
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Generation Service. All the Light APs are configured to operate on the same
channel. They are also configured with the same SSID and BSSID. Consequently,
it will seem to the mobile stations (STAs) that only single AP is available. All
the configurations are done centrally through the WiC.

The WiC has a global view of the entire enterprise WLAN because of the
splitting of the MAC management functionalities. As a result of this design,
the WiC can track and detect any imminent handover. Thus, the WiC can
initiate the handover processes for the roaming STAs. Moreover, as the STAs
are unaware of the availability of multiple APs, even after the completion of
the handover, the STA will not be able to detect any change in its connectivity.
As a result, the on-going sessions at the STAs will continue uninterrupted even
during the handover. Additional features, such as providing a unique transport
layer port number across all Light APs for the NAT entry of a flow by the WiC,
and tracking as well as storing of the NAT entries for the flows of each STA
at the WiC, are added to the SDN based framework proposed in [17]. These
additional features aid in the operations of the proposed NAT based handover
mechanism.

NAT Based Handover Mechanism. In this handover process, the WiC peri-
odically checks whether any STAs are moving away from their corresponding
Home APs and if so then the WiC initiates handover for all those STAs. The
Light AP, with which an STA is currently connected, is called the Home AP
of the STA. For this handover process, the Gateway router, which connects the
enterprise WLAN with the Internet, should also be OpenFlow compliant and
should connect with the WiC. The Light APs, as well as the Gateway router,
implement the NAT functionality.

Whenever a Home AP receives the first packet of a new flow from an STA,
it contacts the WiC for a unique port number across all the Light APs for the
NAT entry of the flow. The WiC will assign a unique port number for the flow
and inform the Home AP about it. The WiC will also map the STA address to
the NAT entry containing the source and destination IP addresses, the source
and destination port numbers and the unique port number. The Home AP will
also store the same NAT entry containing all the information. It will then apply
NAT on the packets of the flow by changing the source IP address of the Home
AP’s IP address and the source port number to the unique port number.

Whenever a data frame from any STA is received by a Light AP, including its
Home AP, the signal strength of the frame is reported to the WiC by the Light
APs. For each STA, the WiC keeps track of the Light AP, which is currently
receiving the maximum signal strength from that STA.

The WiC periodically calls the handover process, described in algorithm 1,
and checks the handover criterion for each STA. That is, if the Home AP of
the STA is not the Light AP (max AP) currently receiving the maximum signal
strength from that STA, then the handover process for the STA is initiated.

If there exist any NAT entries corresponding to the STA at the WiC, it
will send OpenFlow Experimenter messages to add them to the max AP. This
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Algorithm 1. NAT based Handover Mechanism
1: procedure Handover
2: for each STA do
3: if STA→HomeAP �= STA→maxAP then
4: for each NAT entry for STA do
5: Add NAT entry to STA→maxAP

6: end for
7: Change STA state to NOT AUTHENTICATED in STA→HomeAP

8: Change STA state to ASSOCIATED in STA→maxAP

9: Set STA→HomeAP to STA→maxAP

10: for each NAT entry for STA do
11: At the Gateway update source address of NAT entry to

address of STA→maxAP

12: end for
13: end if
14: end for
15: end procedure

will ensure any incoming packets from the Gateway router, belonging to any
existing flows corresponding to the STA, will be properly routed by the max AP
by applying NAT.

After this, the STA has to be migrated to the max AP from the Home AP
without directly involving the STA. For achieving this, the Home AP and the
max AP will be instructed by the WiC to change the state of the STA to Not
Authenticated and Associated state respectively. The max AP now becomes the
Home AP of the STA. As all the Light APs are configured with same SSID
and BSSID, the STA will not detect any change in its connectivity after these
operations.

The WiC then will send OpenFlow Experimenter messages to the Gateway
router to update the NAT entries corresponding to the STA. The source IP
address of those NAT entries will be changed to the IP address of the max
AP. After the changes are made, if any packet, belonging to any existing flows
corresponding to the STA, comes to the Gateway router from a remote host, the
Gateway router will route the packet to the max AP which, in turn, will route
the packet to the STA by appropriately applying NAT.

4 Simulation-Based Performance Study

The proposed handover process for NAT operation mode of APs has been imple-
mented in the OMNeT++ simulator [19] (version 5.0). The INET framework [3]
(version 3.4.0), which is an open-source OMNeT++ model suite for wired, wire-
less and mobile networks, and an OpenFlow extension to the INET framework
[11] are used for the implementation.
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4.1 Simulation Setup

The STAs and the APs are all configured to operate in IEEE 802.11n mode on
the 2.4 GHz frequency band at a maximum data rate of 600 Mbps. All the APs
connect to the remote hosts via the Gateway router. The STAs always move
through the coverage area of the APs. Each STA randomly chooses a direction
(right or left) towards which it will move. The STAs move in the chosen direction
at a speed of 10 m/s until they reach an end of the simulation area and then
start moving in the opposite direction with the same speed. This type of mobility
model is chosen to ensure the occurrence of at least one handover per STA during
the simulation.

We have compared the performance of the proposed handover process with
the handover processes of the traditional enterprise WLAN and the Odin frame-
work [18]. For the purpose of simplifying the routing process, static routes are
pre-installed in all the network elements wherever required.

UDP and TCP applications are set up on the STAs and the remote hosts.
Throughput, packet delivery ratio, and delay are measured for the performance
study. Each STA sends a request to a remote host and the remote host sends
traffic to the STA at the rate of 1.024 Mbps. In one simulation scenario, the STAs
send UDP traffic request and in another one, the STAs send TCP traffic request.
Each STA sends the request at a randomly chosen time between 5 s and 10 s of
simulation time. The remote hosts, after receiving the request, keep sending the
traffic till the end of the total simulation time. The sender application continues
to send packets even if there is a disconnection during the handover process.
If the receiver application detects that there is a disconnection, to reconnect,
it sends a request packet to the sender application. The request is sent again
because in the cases of traditional enterprise WLAN and Odin framework, there
might occur disconnections during handovers. If the receiver application does
not send a request packet after detecting a disconnection, then the subsequent
packets sent by the remote host will not reach the STA. All the experiments are
run for a total of 45 simulation seconds to ensure the occurrence of at least one
handover per STA during the simulation.

4.2 Performance Evaluation Results for Fixed Number of APs

The parameters used for running the next set of simulations are summarized in
Table 1.

Figure 2a and b present the average UDP throughput and packet delivery
ratio experienced by the STAs. The UDP throughput and packet delivery ratio
decrease as the number of STAs increases because, as the number of STAs
increases the chance of interference and collision increases, resulting in higher
packet loss. The average UDP throughput for the proposed handover process
reaches 1.024 Mbps for 10 STAs and the reduction in throughput is almost neg-
ligible as the number of STAs increases from 10 to 80. From the packet delivery
ratio plot, we can see that for the proposed handover process negligible loss
is experienced for the case of 10 STAs and as the number of STAs increases,



A NAT Based Seamless Handover for Software Defined Enterprise WLANs 85

Table 1. Simulation parameters for fixed no. of APs

Parameter Value

No. of APs 10

No. of mobile stations Varies from 10 to 80

Speed of mobile stations 10 m/s

Traffic at each mobile station 1 UDP application of 1.024 Mbps

1 TCP application of 1.024 Mbps
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Fig. 2. Throughput and packet delivery ratio for UDP applications for varying number
of users.

the packet delivery ratio remains almost same. This shows that the proposed
handover process is able to provide seamless handover for varying number of
STAs and as a result, high throughput and high packet delivery ratio can be
achieved. For the case of Odin framework, though for most of the cases the aver-
age throughput is almost 1 Mbps, the packet delivery ratio varies between 92%
and 94%. This shows that though the handover process in Odin is able to reduce
the handover delay, it fails to provide seamless handover, which results in packet
loss during the handover. For the traditional enterprise WLAN framework, the
throughput considerably reduces as the number of STAs increases. Even for the
case of 10 STAs, the average throughput is below 1 Mbps. Similar results can be
seen from the packet delivery ratio plot. The packet delivery ratio, for the case
of 80 STAs, reduces to almost almost 50%. This shows that during handover
there is high packet loss in the case of the traditional handover process and it
increases with the increase in the number of STAs.

Figure 3 presents the per packet average UDP delay experienced by the STAs.
It can be seen that the average delay increases as the number of STAs increases.
Except for the case of 50 STAs, the average delay experienced by the STAs for
the proposed handover process and the handover process in Odin framework are
comparable (ranges between 3 ms and 10 ms). For the case of 50 STAs, the
average delay experienced for the handover process in Odin framework (approx.
44 ms) is much higher than that of the proposed handover process (approx. 6 ms).
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However, for the case of traditional enterprise WLAN, the delay experienced is
significantly high compared to that of the other two handover processes and
ranges between 33 ms and 2.13 s. This shows that both the proposed handover
process and the handover process for the Odin framework reduce the handover
delay because of which the average delay experienced by the UDP applications
is less than that of the handover process for traditional enterprise WLAN.
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Fig. 4. Throughput and packet delivery ratio for TCP applications for varying number
of users.

Figure 4a and b present the average TCP throughput and packet delivery
ratio per application experienced by the STAs. The TCP throughput and packet
delivery ratio remain high for all the handover processes as TCP retransmits
all the dropped packets, due to handover and interference, within a very short
period of time. As a result, the overall average throughput and packet delivery
ratio remain high in spite of packet loss during handover. We can see that even
though the average TCP throughput for all the handover processes remains high
(around 1 Mbps), the average throughput achieved for the proposed handover
process is highest for all the cases. For all of the cases, it achieves a throughput of
1.024 Mbps. We can see that the packet delivery ratio achieved for the proposed
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handover process is also highest for all the cases with negligible packet loss. This
shows that the proposed handover process is able to provide seamless handover
for varying number of STAs and as a result, high throughput and high packet
delivery ratio can be achieved. For the case of handover processes for the Odin
framework and the traditional enterprise framework, even though they are able to
achieve high throughput, still they suffer from packet loss which happens during
the handover process (packet delivery ratio ranges between 93% and 95%).
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Fig. 5. Average TCP delay for varying number of users.

Figure 5 presents the per packet average TCP delay experienced by the STAs.
The average delay increases as the number of STAs increases for the case of the
proposed handover process and the handover process for the Odin framework,
but the average delay for the proposed handover process is always less than that
of Odin framework. This shows that though both handover processes reduce the
handover delay, the handover process for the Odin framework does not achieve
seamless handover which results in TCP retransmitting all the dropped packets.
This, in turn, increases the total number of packets in the system thus resulting
in higher average delay (more buffering). The average delay experienced in the
case of the proposed handover process is also less than that of the handover
process for traditional enterprise WLAN for all the cases. This shows that the
handover delay is reduced by the proposed handover process and as a result, the
TCP applications experience less delay.

4.3 Instantaneous Throughput Results

The parameters used for running the next set of simulations are summarized in
Table 2.

Figure 6a and b present the instantaneous throughput of UDP and TCP
applications respectively over the complete simulation time experienced by a
randomly selected mobile station for all the three handover processes. The case
of 4 APs and 10 STAs is chosen as in this case there will be little to no inter-
ference and we can clearly understand the effect of handover on throughput.
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Table 2. Simulation parameters for checking instantaneous throughput.

Parameter Value

No. of APs 4

No. of mobile stations 10

Speed of mobile stations 10 m/s

Traffic at each mobile station 1 UDP application of 1.024 Mbps

1 TCP application of 1.024 Mbps
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Fig. 6. UDP and TCP throughput experienced by a random mobile station.

For both UDP and TCP applications, there are interruptions during the han-
dover processes for traditional enterprise WLAN and Odin framework but the
communication in Odin framework resumes quickly compared to that of the tra-
ditional WLAN. This shows that even though Odin framework is able to reduce
the handover delay, there still will be an interruption in the communication
during the handover as the packets are not re-routed to the new AP after the
completion of the handover process. The throughput of the TCP application
spikes up just after the handover in the traditional enterprise WLAN and Odin
framework. This is because, as soon as the connection is re-established all the
packets, which were dropped during the handover, are retransmitted by the TCP
layer at the remote host. However, for the UDP application, all the packets, sent
during the handover, get dropped. Only when the connection is re-established
after the handover, the UDP packets get delivered to the STA.

For the proposed handover process, the communication continues uninter-
rupted and the throughput, for both types of applications, remains high even
during the handover. This shows that the proposed handover process is able to
reduce the handover delay and also provide seamless handover to the roaming
STA.

The simulation-based performance evaluation results show that the handover
process is able to seamlessly handover the STAs with negligible handover delay.
We can also see that the handover process is capable of serving a high number
of STAs (10 to 80) with more network load and is still able to achieve high
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throughput with low packet loss. Thus, it can be said that the proposed handover
process is well suited for enterprise WLAN environment.

5 Conclusions

Enterprise WLAN is used by mobile devices to connect to the Internet in various
environments. Mobility management becomes an important aspect in an enter-
prise WLAN for providing seamless connectivity to the various mobile applica-
tions running on the mobile devices. In this paper, we have proposed a NAT
based seamless mobility management mechanism for an SDN based enterprise
WLAN framework. The performance study shows that the proposed mobility
management mechanism is able to provide seamless, uninterrupted connectivity
during handovers. Thus, high throughput and packet delivery ratio is achieved
with the delay being within reasonable limits. As part of future work, this work
can be extended to studies in a large-scale enterprise or campus environment to
fully understand the potential benefits.
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10. Guimarães, C., Corujo, D., Aguiar, R.L., Silva, F., Frosi, P.: Empowering software
defined wireless networks through media independent handover management. In:
Proceedings of IEEE Globecom, pp. 2204–2209. IEEE (2013)

https://doi.org/10.1109/IEEESTD.2008.4573292
https://doi.org/10.1109/IEEESTD.2008.4573292
https://doi.org/10.1109/IEEESTD.2016.7786995
https://inet.omnetpp.org/


90 A. Sen and K. M. Sivalingam

11. Klein, D., Jarschel, M.: An OpenFlow extension for the OMNeT++ INET frame-
work. In: Proceedings of the International Conference on Simulation Tools and
Techniques, pp. 322–329 (2013)

12. Kobayashi, M., et al.: Maturing of OpenFlow and software-defined networking
through deployments. Elsevier Comput. Netw. 61, 151–175 (2014)

13. Masoudi, R., Ghaffari, A.: Software defined networks: a survey. Elsevier J. Netw.
Comput. Appl. 67, 1–25 (2016)

14. McKeown, N., et al.: OpenFlow: enabling innovation in campus networks. ACM
SIGCOMM Comput. Commun. Rev. 38(2), 69–74 (2008)

15. Nunes, B., Mendonca, M., Nguyen, X.N., Obraczka, K., Turletti, T.: A survey of
software-defined networking: past, present, and future of programmable networks.
IEEE Commun. Surv. Tutor. 16(3), 1617–1634 (2014)

16. Open Networking Foundation: Openflow specifications, December 2014
17. Sen, A., Sivalingam, K.M.: An SDN framework for seamless mobility in enterprise

WLANs. In: Proceedings of IEEE PIMRC, pp. 1985–1990 (2015)
18. Suresh, L., Schulz-Zander, J., Merz, R., Feldmann, A., Vazao, T.: Towards pro-

grammable enterprise WLANS with Odin. In: Proceedings of ACM HotSDN work-
shop, pp. 115–120 (2012)

19. Varga, A., Hornig, R.: An overview of the OMNeT++ simulation environment.
In: Proceedings of International conference on Simulation tools and Techniques for
Communications, Networks and Systems and Workshops, p. 60 (2008)
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