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Abstract. Anomaly detection is a key challenge in data mining, which refers to
finding patterns in data that do not conform to expected behavior. It has a wide
range of applications in many fields as diverse as finance, medicine, industry,
and the Internet. In particular, intelligent operation has made great progress in
recent years and has an urgent need for this technology. In this paper, we study
the problem of anomaly detection in the context of intelligent operation and find
the practical need for high-accuracy, online and universal anomaly detection
algorithms in time series database. Based on the existing algorithms, we propose
an innovative online distance-based anomaly detection algorithm. K-means and
time-space trade-off mechanism are used to reduce the time complexity.
Through the experiments on Yahoo! Web-scope S5 dataset we show that our
algorithm can detect anomalies accurately. The comparative study of several
anomaly detectors verifies the effectiveness and generality of the proposed
algorithm.

Keywords: Anomaly detection - Time series + Online algorithm -
Euclidean distance - Intelligent operation

1 Introduction

Time series refers to a set of random variables arranged in chronological order. We can
record the value of a random event in time order to obtain a time series sequence. Time
series data appears in every aspect of today’s life as diverse as finance, medicine,
industry, and the Internet. For example, time series can be the daily settlement price of
each stock, the monthly deposit balance of a customer, and the number of heart beats
per minute of a patient. Finding the rules among these time series has great application
prospects. In general, the research on time series includes prediction, pattern mining,
clustering, classification, anomaly detection, etc. In the financial field, time series
prediction can be applied in stock price forecasting. Prediction and classification can
help banks to determine customer credit rating. In the medical field, pattern mining and
anomaly detection can help doctors find abnormal situations in patient monitoring data
quickly and make timely process.
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In intelligent operation, a series of time series data can be obtained by real-time
monitoring and recording on various hardware and software indicators. Some abnormal
behaviors such as hardware and software failures, malicious attacks, etc. are directly
reflected in these time series databases, forming abnormal data. One of the duties of the
operation staff is to monitor these indicators in real time, and make timely repair when
abnormalities occur. The key to intelligent operation is using anomaly detection
algorithms to monitor the abnormal situation in the time series database of operation
field automatically. Therefore, the detection of abnormal data in time series data
becomes a key technology in intelligent operation. In this context, we analyze the
existing algorithms, combine the characteristics and requirements of intelligent oper-
ation, and propose an innovative online anomaly detection algorithm.

Anomaly detection in time series refers to finding a point or a sequence, which do
not conform to their expected behavior. In real cases, the abnormal points or sequences
generally represent abnormal situations: illegal transaction, abnormal heartbeat, cyber
malicious attacks, etc. There are many algorithms for anomaly detection in time series.
The idea of most algorithms is to find the laws of normal time series data, when the
current observation point or sequence is too different from the normal law, it will be
regarded as abnormal.

However, in the field of intelligent operation [27], the data generated from hard-
ware and software is streaming data. Hardware and software have a great variety of
indicators, so the amount of data is large. What’s more, the time series fluctuates
frequently and irregularly. When the abnormal behavior occurs, the abnormal types of
these data are also different. Therefore, combined with the characteristics of the
operation data and the requirements of the operation scene, an appropriate anomaly
detection algorithm is of great significance to the landing of intelligent operation.

The online distance-based anomaly detection algorithm proposed in this paper has
several advantages to meet the requirements of intelligent operation. First, it applies the
sliding window mechanism to calculate the anomaly of each point online. Second,
although the orders of magnitude of different time series may be of large difference, the
distributing fitting method can use the quantiles to determine the anomalies efficiently.
Third, online algorithms often require a fast detection method, we take an innovative
mechanism in this paper to reduce time complexity.

The rest of this paper is organized as follows: in Sect. 2, we give the main back-
ground definitions used in our proposed algorithm and review the related academic
work. Section 3 gives the total steps and details of the innovative online anomaly
detection algorithm proposed in this paper. Section 4 shows the performance result of
the algorithm on the specific datasets. We give a summary and outlook in Sect. 5.

2 Problem Description and Related Work

This section specifies the relevant background knowledge of the anomaly detection
algorithm, describes the specific problems to be solved in this paper, and introduces the
related research work.
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2.1 Definition and Description

A time series generally refers to a sequence in which a random variable is arranged in
chronological order. The time series can be defined as follows.

Definition 1. Time Series. We use a set of random variables arranged in chronological
order, i.e. X1, Xa,- -+, X;, - - -, to represent the time series of a random event, {X;,7 € T}
in short. We use x1,x,-+,x, or {x;,#=1,2,---,n} to represent the ordered obser-
vations of the random sequence, called the observation sequence with length .

An abnormal point often refers to a data point that differs greatly from the sur-
rounding points in a time series. An abnormal sequence refers to several continuous
points in a period behave differently with their surrounding sequences. Figure 1 shows
a true operation time series, which contains both abnormal points and abnormal
sequences. Operation staff in real operation scene tag the anomalies, and in Fig. 1,
these anomalies are marked in red.
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Fig. 1. The real operation data containing the abnormal data (Color figure online)

Figure 1 shows that the abnormal points and abnormal sequences in time series
usually have large differences with the values or morphologies of their surrounding
points. Therefore, when determining whether a point belongs to an abnormal point, it is
necessary to consider the relevant points around it. For the determination of anomalies,
the normal sequence model needs to be compared as a sample. Therefore, the definition
of time subsequence and sliding window is introduced in this paper as follows.

Definition 2. Subsequence. Given a time series with length n, i.e. X = {x,,t = 1,2,
---,n}, a subsequence S;; in time series is defined as a set of continuous points with
length [<n, which is expanded forward from x;, ie. Sij = {Xi—/1,Xi—112, ",
Xi_1,%;}, where [ <i<n.

Definition 3. Sliding window. Given a time series X with length n, and a subsequence
S;; with length [, a sliding window W;,, in X is defined as a set of continuous points
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with length m(I <m <n), which is expanded forward from x; and includes S;,, that is
Wim = {Xim+ 1, Xiem+ 25+ Xy Xici 41, Xim1 42, - Xi—1, X; }, where m<i<n.

The first problem we need to solve is to detect the abnormal points in a period
accurately. For the subsequence that needs to be judged whether abnormal or not, it is
necessary to determine whether the subsequence is similar to the rest normal subse-
quences. In order to avoid Comparison, we introduce the definition of non-self-match.

Definition 4. Non-self-match. Given a time series X of length n, a subsequence S;;
and a sliding window W, ,,, a non-self-match of §;; is defined as the subsequence S;; of
length [ in W;,, which is expanded forward from x;, that is S;; = {xj_H_ X142,
xj,hxj}(i — m+l§]§l— l)

The definition of non-self-match makes sure that the two subsequences in the given
sliding window have no intersection points. When measuring the similarity between
two subsequences in a sliding window, we should use a distance-based metric. In
mathematics, the distance is defined as follows.

Definition 5. Distance. Let S be a non-empty set, for any two elements x and y in S,
Distance is a function d(x, y) that maps these two points to a real number and satisfies
the following three axioms:

i. Non-negative: d(x,y) >0, d(x,y) =0 iff x = y;
ii. Symmetry: d(x,y) = d(y,x);
iii. Triangle Inequality: d(x,y) <d(x,z) +d(y,z) for any x,y,z € S.

The shape-based distance calculation methods in time series include Euclidean
distance, cosine distance, and Pearson correlation coefficient [18], etc. According to the
characteristic of our proposed algorithm, Euclidean distance metric is the most
appropriate, and we confirm it in Sect. 2.2. Here we give the definition of Euclidean
Distance.

Definition 6. Euclidean Distance. Given a time series X of length n, and two sub-
sequences of length [ in X, i.e. S;; and S;;, the Euclidean Distance between them is
defined as follows:

[—
EuclideanDist(S;;, S;;) = (Xi—g — )cj,q)2 (1)

—_

B
I
<}

where [ <i,j<n.

Next, we will give the definition of anomaly in time series. First we introduce the
most similar non-self-match. Note that the anomaly here is not just for the abnormal
points. It is a measure of the abnormal degree of every point in time series.

Definition 7. The most similar non-self-match. Given a subsequence S;; of length [
and a sliding window W;,, of length m, the most similar non-self-match S;,z of S;; is
defined as the non-self-match with the smallest Euclidean distance of S;; in W; ,,, that is:
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S;,l =Sj (2)
s.t.EuclideanDist(S;, S;;) = min{EuclideanDist(S;;, S, ) }

where §,; is the non-self-match of S;; in W;,,.

Definition 8. Anomaly. Given a time series X = {x,,t = 1,2, ---,n} with length n, and
a subsequence S;; which is expanded forward from x;, the Anomaly of x; is defined as
the distance between S;; and SE,[ in the sliding window W;,,, that is: Anomaly(x;) =
EuclideanDist (S;;, S;,;), where [ <i<n.

When the length of sliding window and subsequence are given, we can calculate
the anomaly of each point in the time series, and the anomaly of the abnormal points in
time series is larger than that of the normal points. When an abnormal situation occurs,
the anomaly increases significantly. The definition of the abnormal point needs to be
introduced.

Definition 9. Abnormal Point. Given a time series X = {x;,t=1,2,---,n} with
length n, the length of subsequence /, the length of sliding window m, and the threshold
K, x; is an abnormal point iff Anomaly(x;) > K.

2.2 Related Work on Anomaly Detection

Anomaly detection in time series can be applied in many fields and several algorithms
have been proposed for various scenes including medicine [16], finance and the
Internet. Some anomaly detection algorithms in time series use traditional analysis
methods, including ARIMA [9], exponential smoothing [20], and time series decom-
position [1, 19]. Other research results use statistical methods for anomaly detection,
such as PCA [10], linear regression [6, 15], extreme value theory [17], median theory
[5], etc. The rapid development of machine learning algorithms in recent years results
in the usage of many machine learning algorithms such as neural network [8], SVDD
[4], DBSCAN [15] and so on.

In industry, Internet companies develop time series analysis platforms based on
their own business needs. Yahoo’s time series analysis system EGADS [3] includes
three modules: time series forecasting, time series anomaly detection and alerting
module system, which integrates multiple time series analysis and anomaly detection
algorithms. In 2014, Twitter proposed an anomaly detection algorithm based on time
series decomposition and generalized Extreme Studentized Deviate test [1]. Twitter
also put forward a complementary breakout detection algorithm in time series, and
provided the R libraries [24, 26] for these two algorithms. Netflix developed the
anomaly detection system Surus to ensure the validity of the company’s data, and open
sourced the algorithm RAD [21], which mainly uses RPCA [23] to detect abnormal
points. Linkedin’s open source tool, luminol [22], is a lightweight library for time
series analysis that supports anomaly detection and correlation analysis.

Both in academia and industry, the measurements of anomaly detection algorithms
should include the following aspects:

(1) Accuracy. Anomaly detection is essentially a two-category problem. For any
point, a false classification may lead to some irreparable consequences. Therefore,
the accuracy of the algorithm is the most important. When measuring the accuracy
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of anomaly detection algorithms, the accuracy, recall, and the harmonic mean of
the accuracy and recall, F1-Score are usually used.

(2) Offline or online. This measurement should be considered in two aspects. First, in
general, in order to maintain the accuracy of the anomaly detection algorithm, it is
necessary to update the model and parameters continuously. Second, from the
aspect of intelligent operation, the time series data obtained from the monitoring
system is streaming, so a proper algorithm should detect the abnormal situation as
the points flow in.

(3) Super parameters. Most regression and classification algorithms need to set sev-
eral super parameters, such as the K value in K-nearest-neighbor algorithm. The
values of super parameters tend to have a decisive influence on the effect of the
algorithm. The anomaly detection algorithm is no exception. If the number of
super parameters is less, and the effect of the algorithm is less affected by the
super parameter size, this algorithm is undoubtedly a more stable model.

(4) Time complexity. The detection of anomalies needs to be both accurate and fast,
so the time complexity of the algorithm also needs to be considered [13].

(5) The main purpose of the anomaly detection algorithm is to be able to detect
outliers in a time series accurately and quickly. Many existing algorithms model
the normal points and find the anomaly by comparing the difference between the
currently analyzed data and the normal data. If the difference is large enough, the
current analyzed point is considered abnormal. Based on this idea, many data
mining algorithms are applied to detect time series anomalies, such as linear
regression [6, 15], support vector machine [4], neural network [8] and so on.
These algorithms usually divide the obtained time series data into a training set
and a test set, train the model in the training set and perform detection on the test
set. In practical applications, time series data is streaming and changing con-
stantly. Therefore, if the model obtained by training is not be updated in real time,
it will be difficult to apply the model to new data. In addition, the variability of
normal data and abnormal data makes it difficult to use a single model to detect
anomalies accurately during the whole detection period. In summary, an online
anomaly detection algorithm can not only run in streaming data, but also update
the model itself continuously, which will be more suitable for the actual situation.

3 An Online Anomaly Detection Algorithm

This section introduces the distance-based online anomaly detection algorithm pro-
posed in this paper. Firstly, the main idea of the algorithm is expounded, and then the
proposed algorithm is given by formal definition.

3.1 Main Idea

By observing and analyzing the real time series anomaly data in operation, we find that
abnormal points usually show a sudden increase or a sudden decrease compared with
the surrounding points. The abnormal sequences usually show a different trend from its
surrounding points (especially the previous points), as shown in Fig. 2. Figure 2 is a
real operation database, which contains both abnormal sequences and abnormal points.
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Fig. 2. A real operation data that contains both abnormal points and subsequences

According to the characteristics of abnormal data, we propose an online distance-
based anomaly detection algorithm. The main idea is that for every point in the given
time series, we calculate the anomaly of the subsequence expanded from that point in
the sliding window. In general, the anomaly of abnormal data is significantly larger
than that of normal data. Our algorithm uses two specific statistical distributions to fit
the anomaly of each point in the time series. The anomaly of normal points often
fluctuates around the distribution center, while the anomaly of abnormal points is so
large that it is far from the center. Therefore, when the anomaly deviates from the
center of the distribution too much, the point is regarded as an abnormal point.

3.2 The Anomaly in Sliding Window

Algorithm 1 AnomalyCalculate gives a calculation method for calculating the anomaly
of each point in the time series by using a sliding window mechanism. The pseudo code
is as follows.

Here we give the specific steps of AnomalyCalculate. Given a time series X =
{x:,t =1,2,--- n} with length n, the length of sliding window m, the length of sub-
sequence /, then for every point in the interval [m, n], thatis {x;,i = m,m+1,--- ,n}, we
have the subsequence S;;, which is expanded from x; and of length /, and the sliding
window W; ,,,, which is expanded from x; and of length m, where m <i <n. We will find
the non-self-match which has the least Euclidean distance with S;; in W; ,,, i.e. the most
similar non-self-match S;l. The Euclidean distance between S;; and S;,l’ ie.
EuclideanDist(S;, Sﬁﬁ,), is the anomaly of x;, denoted as Anomaly(x;), just as the
description in definition 8. In order not to compare the current data with the previous
abnormal data, algorithm 1 restricts that the most similar non-self-match is normal data
(Fig. 3).

After calculating the anomaly of each point in a given time series by Algorithm 1, it
is found that when the abnormal point or the abnormal sequence appears, the anomaly



70 W. Huo et al.

Algorithm 1 AnomalyCalculate
Input: Time Series (x,) , Sliding Window length m, Subsequence length /
Output: Anomaly(x,)

1: Function 4nomaly(x,) = AnomalyCalculate(x, ,m,[)
2: Anomaly(x,) = 0

3: Fori=m ton

4:  nearest neighbor dist=infinity

5 Forj=i-m+[toi-I

6: IF S, is not anomaly & EuclideanDist(S,,,S; ) < nearest_neighbor_dist
7 nearest_neighbor_dist=EuclideanDist(S, S )

8:  End

9: Anomaly(x,) <— nearest_neighbor_dist

10:End

Fig. 3. AnomalyCalculate algorithm

will increase significantly. Figure 4 shows that the anomaly is non-negative, and after a
period of m (the length of sliding window), the anomaly fluctuate randomly and
increase significantly when the abnormal situation occurs.

For comparison, Fig. 4 also shows the anomaly calculated using the cosine distance
and the Pearson correlation coefficient. Note that a proper distance metrics should
maximum the anomaly of abnormal data and minimum the anomaly of normal data to
separate these two categories. From Fig. 4 we can see Euclidean distance is the most
appropriate method.
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Fig. 4. The operation datasets and its corresponding anomaly line chart using Algorithm 1
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3.3 Threshold Selection Mechanism

From the analysis in Sect. 3.2, AnomalyCalculate can maximum the anomaly of
abnormal data. However, the operation data obtained in actual scene is streaming data
and different time series have different orders of magnitude, so it is not enough to
calculate the anomaly. The key is that we should select a threshold, and then if the
anomaly of the current point exceeds the threshold, the point should be considered as
abnormal. In this paper, we use distribution-fitting method to determine the threshold.

Assume that the anomaly of the points in a time series follows a certain distribution,
then the anomaly of abnormal points are so large that they fall outside the 1 —
2(0<a<1) quantile. Therefore, when the anomaly of the current point falls in that
part, we consider it as abnormal. After observing the anomaly distribution of massive
time series, we choose normal distribution and lognormal distribution to fit the
anomaly.

In this paper, we use the recursive calculation method of mean and variance [14] to
estimate the mean and variance of the distribution, as calculated below:

| n—]
Hy = ﬁxn + Hyp—1

2 _n—=1¢Q2 n— 2
Sn *TSnfl n2 (xﬂ—:un 1)

(3)

For the addition of new elements, the forgetting factor 4 is introduced into the
recursive formula for calculating the mean and variance. Then the mean and variance
with forgetting factor are calculated as follows:

n )Ln—i -, n o n—i L — 2
anz_xl SZZZM (4)
=D = S i
i i=1

The recursive calculation methods of the mean and variance are as follows:

1— an—1
Hy = ;A”anr 4 Aﬂ ).“n 1

2 — A I)S Ll)(lﬂ.)(xn

2
n 1-i" (l—),”)2 7:“;171)

3.4 Anomaly Detect

AnomalyCalculate in Sect. 3.2 calculates the anomaly of the points in a given time
series. By using the two fitting distributions given in Sect. 3.3 and the recursive cal-
culation method of mean and variance, we can estimate and update the parameters of
the two fitting distributions as we calculate the anomaly of each point. Because the
mean and variance calculated in initial stages fluctuate greatly, which may lead to the
instability of the fitting distribution and then affect the detection effect, the proposed
algorithm AnomalyDetect introduces a transition period, in which the mean and
variance are not updated. The initial values of mean and variance are calculated by the
anomaly of points in the transition period, and the mean and variance after the tran-
sition period are updated by formula (3) or formula (5).
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Algorithm 2 (AnomalyDetect) gives the specific steps of fitting the anomaly dis-
tribution and estimating the parameters while calculating the anomaly of each point in
the given time series, delimiting the threshold and determining whether the current
point is abnormal, as shown in Fig. 5.

Based on AnomalyCalculate, AnomalyDetect adds several steps including anomaly
distribution fitting, parameter estimation, threshold delimiting, and anomaly detection.
Figure 6 shows the specific implementation process of AnomalyDetect. As shown in
Fig. 6, for the subsequence expanded forward from the current point, AnomalyDetect
looks for the most similar non-self-match in the sliding window, which is also
expanded forward from the current point. AnomalyDetect calculates the Euclidean
distance of the two subsequences as the anomaly of the current point, and calculates the
degree of deviation from the distribution center. When the deviation is excessive, the
current point is considered an abnormal point. Similarly, in order to prevent comparing
current subsequence with the abnormal points, we delimit the most similar non-self-
match are all normal data.

Algorithm 2 AnomalyDetect
Input: Time Series (x[) , Sliding Window length m, Subsequence length /,
transition ¢,anomaly threshhold o (0,1)

Output: Anomaly ﬂags_f

1:  Function Anomaly(x,) = AnomalyDetect(x,,m,/)
Anomaly(x,) < 0

Anomaly ﬂagsf «0

transition_dist < null array

Fori=mton
nearest_neighbor_dist=infinity
Forj=i-m+[toi-I

IF S, is not anomaly & EuclideanDist(S,,,S ) < nearest_neighbor_dist

=4

nearest_neighbor_dist=EuclideanDist(S,,,S, )
End

End

1 Anomaly(x,) < nearest_neighbor_dist

2o oo o=

cIFi<m+t

15: transition_dist+[ nearest_neighbor_dist]

16: End

17: IFi=m+t

18:  u « mean(transition _ dist)

19: o7 « var(transition _dist)

20: End

21: IFi2m+t

22:  Calculate the ar-quantile z, of N(u, o?) or LN(u, o)
23:  IF nearest_neighbor_dist >z,

24: Anomaly ﬂagsf,' «1

25:  Else

26: Update  and o’
27:  End

28: End

Fig. 5. AnomalyDetect algorithm
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Fig. 6. The specific implementation of AnomalyDetect algorithm

3.5 Complexity Reduction

From the perspective of time complexity, AnomalyDetect calculates Euclidean distance
for m times to get the most similar non-self-match. In some scenarios where data points
are dense and high efficiency is required, we propose a mechanism to reduce the time
complexity for our algorithm.

We use k-means and time-space trade-off mechanism. In the initial sliding window,
k-means is used to cluster normal subsequences to get k classes and k class centers. The
algorithm maintains two data structures in the detection process: an array is used to
mark the classes of each subsequence in the sliding window, and a dictionary is used to

store the class centers, as shown in Fig. 7.
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Fig. 7. Two data structures used to reduce time complexity
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While the sliding window moves forward, we compare the current subsequence
with class centers and determine it abnormal or not. If it is determined normal, the
subsequence in the sliding window will be updated: the first subsequence in the sliding
window is discarded, the current subsequence is added at the end, and the class centers
of the class to which the two subsequences belong is updated.

4 Experiment Result and Analysis

In this section, several experiments of anomaly detection algorithm are carried out on
the actual operation time series datasets, and the results are analyzed.

4.1 Data Preparation

This article uses the actual operation datasets [2] provided by Yahoo!, which contains
four subfolders: Al, A2, A3, and A4. The Al dataset contains 67 real operation time
series, and the A2, A3, and A4 datasets each contain 100 pieces of synthetic time
series. The synthetic time series is composed of periodicity, trend and noise, and the
complexity of the synthetic time series is gradually increased. Figure 8 is the repre-
sentative timing charts of the four datasets, where the abnormal points are marked in
red.

The research on the synthetic data in Yahoo! S5 data shows that the A2, A3, and
A4 datasets randomly change the normal points value to generate abnormal data points.
The abnormal points are divided into two categories: anomaly and changepoint. The
normal data in the A2 dataset is composed of simple trend, single periodic data and
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Fig. 8. Yahoo Webscope S5 Datasets (Color figure online)
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noise. The abnormal point type is only anomaly. The normal data in the A3 data set
consists of a single trend, three periodic data with different cycles and amplitudes, and
noise. The abnormal point type is only anomaly. The A4 data set is formed of a trend
and three periodic data with different cycles and varying amplitudes, and noise. The
abnormal point type includes both anomaly and changepoint. Figure 9 shows the
synthetic time series in the A3 and A4 datasets and the trend and period data, labeled
with different colors.
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Fig. 9. The synthesis sequence and decomposition sequence of A3 and A4 datasets

4.2 Data Preparation

Anomaly detection problem in time series can be regarded as a two-category problem.
Each point in the time series is marked as normal or abnormal, and can also be
predicted as normal or abnormal. If the normal is marked as 0, the abnormal flag is 1,
then the real situation and the prediction situation can be counted as a contingency
table, that is, the confusion matrix, as shown in Table 1.

Table 1. Confusion matrix

Actual Predicted

Positive(1) Negative(0)
Positive (1) | True Positive (TP) | False Negative (FN)
Negative (0) | False Positive (FP) | True Negative (TN)

Each point in the time series can be labeled as TP, FN, FP, and TN.

F1-Score is another indicator to measure the accuracy of the two-category model. It
is the harmonic mean of the precision and recall and considers both of these two
evaluation methods.
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4.3 Data Preparation

In this paper, we use AnomalyDetect to perform experiments on the Yahoo! S5
datasets. The detection of abnormal data will be performed after a sliding window plus
a transition period. While detecting the abnormal points, with the fluctuation of the
mean and variance, the anomaly distribution will have a few changes. At the end of the
detection process, we can get the anomaly of each point in the given time series, and
the anomaly distribution estimated by the final iteration.

Table 2 lists the detection effects of AnomalyDetect in Yahoo! S5 datasets, where
each time series data is fixed with a sliding window size (200), a time subsequence
length (3), a transition period (50), and a forgetting factor (1). The actual detection
process is after a sliding window and a transition period. Table 4 gives the precision,
recall and F1-Score of the four datasets.

Table 2. The detection effect of Algorithm 2 on Yahoo! Webscope S5 dataset

Dataset | Algorithm | TP | FP | FN | Precision | Recall | F1 Score
Al norm 1543110 {1110.9329 |0.9936 |0.9623
lognorm | 154310 | 111]0.9329 |0.9936 | 0.9623
A2 norm 461 0| 5/09893 |1 0.9946
lognorm 461 1| 5/0.9893 |0.9978|0.9935
A3 norm 766 |30 | 37/0.9539 |0.9623|0.9581
lognorm 766 |29 | 37/0.9539 |0.9635|0.9587
A4 norm 57266 |315/0.6449 |0.8966 | 0.7502
lognorm 577168 |2810.6725 |0.8946 |0.7678

As can be seen from Table 2, the detection accuracy of AnomalyDetect is very
high, reaching more than 0.95 on the A1-A3 dataset, especially in the real operation
dataset Al, the F1-Score also reached 0.96. And in A4 dataset, it reaches more than
0.75. This is the case with the basic ideas of AnomalyDetect. AnomalyDetect is mainly
based on the comparison of morphological similarity of different subsequences in time
series, not just the correlation of adjacent points. Moreover, AnomalyDetect can realize
the universal detection of both abnormal points and abnormal sequences by adjusting
the length of subsequences.

Similarly, AnomalyDetect has its shortcomings. Its detection effect on the A4
dataset is not perfect, which is related to the complex and varied form of the A4 dataset.

In this article, we use two open source detection algorithms for comparison.
Table 3 lists the detection accuracy of the Twitter anomaly detection algorithm S-H-
ESD [24] and Netflix’s anomaly detection algorithm RPCA [21] on the Yahoo!
Webscope S5 datasets.

The S-H-ESD algorithm is an offline algorithm based on time series decomposition
and generalized ESD test. RPCA is also an offline algorithm, mainly based on the
Robust PCA algorithm. Both algorithms need to obtain the whole time series data, and
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Table 3. The Results of S-H-ESD and RPCA on Yahoo Webscope S5 datasets

Dataset | Algorithm | TP |FP |FN | Precision | Recall | Fl-score
Al S-H-ESD | 571 |1147| 664 0.4623 |0.3324|0.3867
RPCA 6361033 |1655|0.2776 | 0.3811|0.3212
A2 S-H-ESD | 140| 172| 43/0.765 0.4487 | 0.5657
RPCA 447 19| 49/0.9012 |0.9592|0.9293
A3 S-H-ESD | 86| 583 01 0.1286 | 0.2278
RPCA 509 | 434| 77 0.8686 |0.5398|0.6658
A4 S-H-ESD | 112| 454|1156|0.0883 |0.19790.1221
RPCA 432| 405 411/0.5125 |0.5161|0.5143

then the abnormal points are detected. Drawing the F1-score of the four algorithms on
the Yahoo S5 dataset into a bar graph can compare the detection effects of the four
algorithms more clearly, as shown in Fig. 10.

T T
[ o
I (ognorm
[s-H-ESD [+
I RPCA

datasets

Fig. 10. The F1-score of different algorithms on Yahoo Webscope S5 datasets

As can be seen from Fig. 11, AnomayDetect is significantly better than another two
algorithms in term of accuracy. From the perspective of the datasets, the four algo-
rithms perform best in the A2 dataset because of the obvious periodicity of the A2
dataset. If the trend is more obvious, the noise impact is smaller, and the abnormal
points are more different from the normal points, then the detection is easier. In
addition, as can be seen from Fig. 11, AnomalyDetect has a significant advantage in
the Al dataset. Al is an real operation dataset. Unlike the synthetic dataset, the timing
pattern of Al is more complex and reflects a real operation situation. And the inno-
vative distance-based algorithm AnomalyDetect is more suitable for real situation data.

In summary, compared with other anomaly detection algorithms, the algorithm
shows obvious advantages in the following aspects:
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(1) Accuracy. It can be seen from Tables 2 and 3 that the F1-score of the algorithm on
the four data sets is relatively high.

(2) Versatility. Usually a single anomaly detection algorithm is not applicable to all
time series data. For example, the algorithm for detecting abnormal points does
not detect abnormal sequences well. However, based on the similarity between
different subsequences, AnomalyDetect can detect both abnormal points and
abnormal sequences. What’s more, the detection effect of AnomalyDetect on real
time series is not inferior to that of synthetic time series.

(3) Online. The analysis in Sect. 2.2 indicates that the online characteristic of a time
series anomaly detection algorithm is an inevitable requirement for ensuring the
real-time and accuracy. Therefore, AnomalyDetect’s online update mechanism
makes it significantly better than other algorithms.

Similarly, AnomalyDetect also has its inferior performance. The algorithm involves
about four super parameters and is sensitive to the super parameter size. Because the
algorithm needs to delimit the threshold, and the model parameters need to be updated
continuously, the size of the super parameter plays an important role. As analyzed in
Sect. 2.2, a better and more robust algorithm should have less dependence on the super
parameters setting, but AnomalyDetect is slightly inferior in this respect.

5 Summary and Prospect

In this paper, a new online anomaly detection algorithm is proposed for the real scene.
The algorithm judges whether the point or sequence is abnormal by calculating the
anomaly of the subsequence in the time series. It has the characteristics of linear and
real-time updating, etc., in Yahoo. Experiments on the Webscope S5 dataset show that
the algorithm has high accuracy.
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