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Abstract. ARM-COMS detects the orientation of a human subject face by the
face-detection tool based on an image processing technique, and mimics the
head motion of a remote partner during video conversation in an effective
manner to enhance entrainment as reported before. However, ARM-COMS does
not make any appropriate reactions if a communication partner speaks without
move in video communication. Therefore, audio signal from the human subject
is another option to use as a driving force of ARM-COMS to enhance the
physical entrainment. In this study, a configuration of voice signal-based local
interaction subsystem was implemented. Using this subsystem, handing of two
types of individual input signals were studied: one is from the head-motion
image of a remote partner, and the other one is from the combination of voice
signals of a local user and its remote partner. This paper presents how the
combination of remote interaction and local interaction was implemented in
ARM-COMS communication, and discusses the feaibility of this approach.
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1 Introduction

A smartphone-based video communication tool is now one of the convenient popular
tools freely available to many people. Supported by ICT (Information and Commu-
nication Technology) technologies, further enhancement of better quality in commu-
nication is being expected. In the meantime, this tool addresses the two types of critical
issues, which are the lack of tele-presence feeling and the lack of relationship feeling in
remote video communication as opposed to a typical face-to-face communication.

Several ideas of robot-based remote communication systems have been proposed as
one of the solutions to the former issue; these robots include physical telepresence
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robots. Anthropomorphization is another new idea to show the telepresence of a remote
person in communication system. Remote communication can be basically supported
by the primitive functions of physical tele-presence robots, such as a face image display
of the operator, as well as tele-operation function such as remote-drivability to move
around, or tele-manipulation. However, there are still an open issue to be studied to
narrow the gap between robot-based video communication and face-to-face one.

The second issue in the lack of relationship-type feeling in remote video com-
munication is another big challenge. Recently, an idea of robotic arm-type systems
draws researchers’ attention. For example, Kubi, which is a non-mobile arm type robot,
allows the remote user to “look around” during video communication by way of
commanding Kubi where to aim the tablet with an intuitive remote control over the net.
Furthermore, an idea of enhanced motion display has also been reported to show its
feasibility over the conventional display. However, the usage of the human body
movement of a remote person as a non-verbal message is still an open issue.

This research proposes an idea of motion-enhanced display that utilizes the display
itself as the communication media, which mimics the motion of human head to enhance
presence in remote communication. The idea has been implemented as an augmented
tele-presence system called ARM-COMS (ARm-supported eMbodied COmmunication
Monitor System). ARM-COMS is a solution to this second issue [3].

In order to mimic the head motion using the display, ARM-COMS detects the
orientation of a face by face-detection tool based on an image processing technique.
Even though ARM-COMS mimics the head motion of a remote partner, a reaction
delay was recognized in communication experiments. Furthermore, ARM-COMS does
not make appropriate reactions if a communication partner speaks without move in
video communication, which has been often recognized during communication
experiments. In order to solve these problems, this study proposes a voice signal during
the video conversation as the driving force of local interaction and/or remote interac-
tion. Therefore, the combination of local interaction activated by voice signal of a local
user with the remote interaction activated by head motion of a remote user is the
challenge of this study.

First, this paper overviews ARM-COMS, including its basic concept, basic func-
tions, and experimental results conducted so far. Then, the paper focuses on the issue of
communication without move, which has been recognized by the use of ARM-COMS.
Configuration of voice signal-based local interaction prototype system will be pre-
sented to show its implementation. Handing of two types of individual input signals,
one is from the head-motion of a remote partner, and the other one is from the
combination of voice signals of a local user and a remote user, will also be shown to
implement the combination of remote interaction and local interaction in ARM-COMS
communication. Concluding remarks with some discussions will be given in the final
part of this paper.
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2 System Overview and Network Configuration of ARM-
COMS (ARm-Supported eMbodied COmmunication
Monitor System)

2.1 Basic System Overview of ARM-COMS

ARM-COMS (ARm-supported eMbodied COmmunication Monitor System) is com-
posed of a tabletPC and a desktop robotic arm. The table PC in ARM-COMS is a typical
ICT (Information and Communication Technology) device and the desktop robotic arm
works as a manipulator of the tablet, of which position and movements are autono-
mously manipulated based on the behavior of a human user who communicates with
remote person through ACM-COMS. This autonomous manipulation of ARM-COMS
is controlled by the head movement, which can be recognized by a general USB camera.

Considering the two issues mentioned in the introduction section, this paper focuses
on the nodding motion as a non-verbal message contents in remote communication
using ARM-COMS. Figure 1 shows the system overview of ARM-COM for the
experiment in this study. Face detection procedure of a prototype of ARM-COMS is
based on the algorithm of FaceNet [6], which includes image processing library
OpenCV 3.1.0, machine learning library dlib 18.18, and face detection tool OpenFace
which were installed on a control PC with Ubuntu 14.04 as shown in Fig. 1. Using the
input image data from USB camera, landmark detection is processed.

2.2 Network Configuration Overview of ARM-COMS

ARM-COMS is configured to implement network communication. The system is
composed of various sensors to collect data, MQTT broker server, calculation server,
database server, web server, client PC and application PC.

MQTT communication [5] is based on the combinaiton of publisher, MQTT server,
and subscriber. Publisher defines each message as a topic and delivers it to the MQTT

Fig. 1. Basic system configuration for ARM-COMS experiments
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broker, and then is transfered to the subscriber, which is illustraed in Fig. 2. The
subscriber selects a message based on its topic and receives only the message which
mathes the selected topic. Eash message is specified as three types of QoS (Quality of
Service). QoS0 is not guaranteed to be delivered. QoS1 is to be sent at least one time,
which is quick to be delivered if it works fine but its delivery would be without
gurantee. QoS2 is guranteed to be delibered.

Head motion of Subject A is used as a non-verbal communication to ARM-COMS
which interact with Subject B. Video commminication itself was performed by a
typical software (for example, Skype) [1]. However, the head motion image data is
processed by the face detection algorithm, which was used to trigger the motion of
ARM-COMS installed at the site of subject B in Fig. 3.

Publisher1
Topic:”Toplic1”

Publisher2
Topic:”Toplic2”

MQTT Broker subscriber1
Topic:”Toplic1”

Subscriber2
Topic:”Toplic1”&”Topic2”

Subscriber3
Topic:”Toplic3”

QoS0:
At most once

QoS2: Definitely once

QoS1:
At least once

Fig. 2. MQTT communication process

Fig. 3. Network-based configuration of ARM-COMS communication
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3 Experimental Configurations of ARM-COMS System

3.1 Image-Based Interaction Subsystem

Using BGR image of human subject face collected from a USB video camera, the
orientation of the subject face is calculated by OpenFace tool, which uses Contrrained
Local Network Field (CLNF) composed of point distribution mode, patch expert, and
fitting. In order to use this tool, the following data processing algorithm is conducted.
First, a video image of Mjpeg-streamer from the USB video camera is streamed in and
converted it from color image to black-and-white image by OpenCV tool. Haar Cas-
cade method is used to detect the face area, from which feature point of 68 landmarks
are extracted using dlib library tool as shown in Fig. 4.

Now, an image analysis for face detection is conducted by Haar Cascade face
detector, which uses difference in brightness using a variety size of rectangles as shown
in Fig. 5. Then 68 landmarks are defined using dlib library, and orientation of subject
head is estimated by OpenFace tool. Using this orientation data, ARM-COMS can be
controlled as head-up as shown in Fig. 5 and head-down shown in Fig. 6.

Figure 7 shows the overview of ARM-COMS, which mimics the head motion of a
human subject using the robotic arm of ARM-COMS in the image-based interaction
subsystem.

When Fig. 8 shows the time delay comparison between standalone and network
configurations, which was measured by the experimental setup illustrated in Fig. 1.
This graph shows no significant difference between the two difference environment,
which means that the experimental setup was appropriately configured.

Fig. 4. Image-based processing to determine the face orientation

Fig. 5. Head-up detection for ARM-COMS control
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3.2 Combination of Audio and Video Interaction Subsystem

Combination of audio from local interaction and video from remote interaction was
preliminaly implemented by the simple addition of the two signals as shown in Fig. 9.
Pan angle and title angle generated from video signales are defined as Mimicp(c) and
Tiltct(c). Then the output nodding angle of ARM-COMS will be given as scheme (1).
Figure 9 also shows the combined signals to be used to control ARM-COMS.

PanðtÞ ¼ Mimicp þNodðtÞ
TiltðtÞ ¼ MimictðtÞ

(
ð1Þ

Fig. 6. Head-down detection for ARM-COMS control

Fig. 7. ARM-COMS control to mimic head motion

Standalone Network 

Fig. 8. Time delay comparison between standalone and network configurations for ARM-
COMS

352 T. Ito et al.



3.3 Experimental Configuration for the Combination of Remote
and Local Interaction

Based on the system configuration combined with image-based interaction and audio-
based interaction, a new experimental environment was setup as shown in Fig. 10.
Since image-based interaction was already implemented and tested so far, this con-
figuration was based on audio signals only. A local user talks over the network with its
remote partner using a video communication software, or Skype. ARM-COMS is setup
in a local site only. When a local user talks, ARM-COMS detects the interval of the
voice and makes nodding using the image-based interaction subsystem, which is
supposed to enhance physical entrainment [7]. During that interaction, its remote user
says “Yes” to interject the talk, which overrides the nodding of ARM-COMS.

Figure 11 shows the experiment scene where audio signals and robot motion were
recorded as shown in Fig. 12. In this example, nodding angle in local interaction is
smaller than the nodding angle in remote interaction, which can be seen from the graph.

Fig. 9. Synthesis of nodding signals based on the combination of local and remote signals

Fig. 10. Experimental setup for remote and local interaction
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The scenario of this experiment was as follow: (a) Subject A (local) read 1 min.
manuscript to Subject B through ACM-COMS, which makes local interaction based on
the voice signals given by Subject A. Subject B listen to the talk of Subject A on a
remote site, and says “Yes” to show that Subject B is listening to Subject A, which
initiates the remote interaction in ARM-COMS with Subject A.

Fig. 11. Experiment scene under local and remote interactions

Fig. 12. Local interaction, remote interaction and robot interaction
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3.4 Results and Discussion

ARM-COMS mimics the head motion of a remote subject during video conversation.
Image-based interaction subsystem was implemented and evaluated [4] by the motion
sensors [2] to calculate the time delay. The delay was ave. 120 [ms] for standalone
environment and 210 [ms] for network environment. The delay in standalone envi-
ronment was due to the process time of 100 [ms] in 10 [frames/sec] and physical
motion delay in operation. The delay was ave. 209 [ms] in network environment,
which is due to the streaming delay and MQTT communication delay.

Audio-based interaction subsystem was also implemented and tested to see if it
works appropriately. Audio signals could be given by a local user or by a remote user.
In either case, audio-based interaction worked fine to promote physical entrainment
with ARM-COMS.

Combination of local and remote interaction was implemented using a two types of
input signals, one of which comes from the local user and the other one of which comes
from the remote user. The nodding angles could be the same or different. According to
some preliminary experiments, it was recognized that the different angle was better to
distinguish the local interaction from that of the remote partner. However, further
studies and experiments are required to make accurate analysis.

4 Concluding Remarks

ARM-COMS detects the orientation of a subject face by the face-detection tool based
on an image processing technique, and mimics the head motion of a remote partner in
an effective manager as reported before. However, ARM-COMS does not make any
appropriate reactions if a communication partner speaks without move in video com-
munication. Therefore, audio signal is another option to use as a driving force of ARM-
COMS. Configuration of voice signal-based local interaction subsystem was presented
to show how it was implemented. Using this subsystem, handling of two types of
individual input signals, one is from the head-motion image of a remote partner, and
the other one is from the combination of voice signals of a local user and the remote
partner, was presented to show how the combination of remote interaction and local
interaction was implemented in ARM-COMS communication. This papers mainly
focuses on the system implementation and only a small number of user experiments.
For future work, this research will evaluate the effectiveness of the idea to find
appropriate system parameters.
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