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Abstract. This paper presents lessons learned from building a wide range of
Adaptive Instructional Systems (AISs), ultimately bearing on the question of
how to characterize the space of potential AISs to advance the cause of stan-
dardization and reuse. The AISs we consider support coached practice of
complex decision-making skills—e.g., military tactical decision-making, situa-
tion assessment, and systems troubleshooting and management. We illustrate
forces that affect system design and dimensions along which systems then vary.
The relevant forces derive from the AIS’s area of application, the project

structure within which it is built, and the customer’s priorities. Factors to
consider include (1) The extent to which the target domain is well-defined
versus ill-defined; (2) The degree of fidelity required, preferred, and/or available
for an exercise simulation environment; (3) The intended roles of automated and
human instructors in instructional delivery; and (4) Imperatives for short-term
and/or long-term cost containment.
The primary dimensions of AIS design we consider in this paper include

(1) Exercise Environment; (2) Knowledge Models; (3) Tutor Adaptations; and
(4) Supporting Tools. Each of these is further broken down into a set of more
detailed concerns. Together, they suggest structures that can inform an ontology
of AIS methods and modules.
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1 Experience with Intelligent Tutoring Systems (ITSs)

Funded primarily by DoD and NASA, Stottler Henke has developed dozens of Intelli-
gent Tutoring System (ITSs) for training and education in a wide range of subject areas.
By reflecting on our direct experience, this paper aims to describe patterns that may help
advance broader standardization goals for future applications that share features with
some of our past ITSs. Most of these systems support coached practice of complex
decision-making skills, such as military tactical decision-making, situation assessment,
or systems troubleshooting and management. To support coached practice, ITSs typi-
cally integrate interactive exercise environments—e.g., simulations or problem-solving
tools—that present problems, tasks, or scenarios to the student (Woolf 2010).
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Training exercises typically correspond to activities performed on the job. Educa-
tional exercises may teach knowledge and skills that are less tightly coupled to real-world
tasks. In either case, the student works in the environment to perform task-relevant actions
observable by the automated tutor. Students may also provide additional evidence of their
thought process when analyzing situations or making decisions. The tutor may com-
municate with the student directly, via user interface widgets or avatar, or it may com-
municate indirectly via simulated characters.

Stottler Henke ITSs, like other tutoring systems, adapt their instruction to indi-
vidual students by:

• Selecting exercises and instruction to address an individual student’s current
learning needs, and modifying the course of exercises based on student perfor-
mance; and

• Providing individually tailored interventions such as prompts, hints, performance
feedback, questions, and remedial instruction, before, during, and after exercises.

The applications our ITSs address, the project structures within which we build
them, and our customers’ priorities greatly influence the methods and technologies we
apply. Consider some examples of these kinds of constraints:

• Well- Versus Ill-Defined Domains: In well-defined domains, common ITS design
approaches involve tracing fully competent expert cognitive performance models,
often accompanied by models of flawed student performance [1–3]. Such ITSs can
assess performance by matching the student’s actions with correct and buggy
solutions generated from these models. It is feasible (though challenging and costly)
to develop a sufficiently complete performance model when a subject is well-
bounded and stable over time, such as for high school math or physics. However,
many of the ITSs we have developed address ill-defined domains [4, 5], involving
complex decision-making in poorly bounded domains, in which the knowledge and
skills—and therefore the exercises that teach them—must keep up with changing
situations, methods, and tools used in the real world. Thus, we often implement
ITSs that complement limited general-purpose performance models with more
complex scenario-specific models of expertise.

• Fidelity of Simulated Task Environments: Rooted in the doctrine, “train as you
fight,” DoD customers often have a strong preference for high fidelity simulation.
Unfortunately, using a high-fidelity simulation often incurs high costs, whether the
ITS includes a new simulator or integrates with a legacy system [6, 7]. Instru-
menting legacy simulations so they report the kinds of information needed by an
ITS is a recurring problem; as is finding means to route ITS output into the user
interaction context created by a legacy simulation [8]. Alternately, quickly con-
structing a “cognitively realistic” simulation offers its own challenges, especially
when it must include appropriately responsive non-student agents.

• The Role of Instructors: In our experience, practical ITSs are often used in
blended learning environments, so most ITSs should also help human instructors
understand and address the needs of individual students and the class overall.
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• Cost Containment: There are always constraints on the time and money available to
build an ITS: its exercise environment and instrumentation, its control knowledge
and logic, and its instructional and exercise content. Since training applications tend
to change relatively quickly, the systems often need to be modified and maintained
over time—new doctrine accommodated, new exercises created, etc.—ideally
without having to establish another contract and pay for expensive AI expertise on an
ongoing basis. This drives a desire for authoring tools, which in turn affects the forms
that the ITS’s knowledge and supported algorithms can practically take [9, 10].

The overarching goals of suiting the task domain, addressing the learning objec-
tives, and achieving training effectiveness within available resource limitations can be
addressed in many ways. Thus, as illustrated below, we have employed a variety of
approaches to developing adaptive exercise environments, assessment knowledge, and
instructional interactions.

2 Requirements and Dimensions for AISs

In order to adapt instruction, one must be able to:

• Assess the student’s knowledge and skills (and possibly attitudes, aptitudes, and
emotional states), based on performance within the work environment and/or
interactions with the tutor, perhaps supplemented by legacy instruments; and

• Select and present instructional interactions at the right time and in an effective
manner to address issues identified during assessment.

In the context of the broader set of issues raised by ITSs, we have found it useful to
characterize our systems along the following dimensions, all of which affect adaptation:

1. Exercise Environment
a. Degree of Free Play
b. Modes of Interaction
c. Content of Interaction
d. Interpretation Issues
e. Simulation Constraints

2. Knowledge Models
a. Expert Model
b. Tutor Model
c. Student Model

3. Tutor Adaptations
a. Instruction Selection
b. Exercise Selection
c. Prompting
d. Hinting
e. Immediate Feedback
f. After-Action Review
g. Socratic Dialog
h. Remedial Instruction
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4. Supporting Tools
a. Instructor Support
b. Authoring Support

In the following section, we provide discussion and examples of these dimensions.

3 System Design Dimensions and Their Effects on Adaptation

3.1 Exercise Environment

Degree of Free Play. Degree of Free Play [11] is our first environmental factor. Free
play, here, means relatively unconstrained—yet still tracked and tutored—pursuit of
specific training-defined tasks. It does not imply relatively undirected exploration of a
simulated “microworld” [12, 13]. Consider two possible points on this dimension and
how they affect adaptation.

• Some of our systems such as the Tactical Action Officer (TAO) ITS [14, 15]
provide free-play simulations whose events evolve realistically in response to a
wide range of possible student actions. The timing and sequence of tactical situa-
tions depends upon actions taken by computer-generated forces, which in turn
respond to student actions and the actions of other simulated agents. Thus, one
cannot assess student performance simply by recognizing student actions at pre-
specified times or in a specified sequence. Instead, student actions must be evalu-
ated in the context of the tactical situation by considering the state of other friendly
and opposing forces and their recent actions. Thus, the assessment subsystem within
TAO-ITS uses Behavior Transition Net-works (BTNs), an extension of finite state
machines. Developed at Stottler Henke, BTNs detect significant sequences of
events, conditions, and student actions to assess performance and identify knowl-
edge and skill gaps [16, 17].

• By contrast, effective training systems can often be created that provide semi-free
play simulations in which a moderate number of options are made available to the
student. For these kinds of training simulations, we have developed an in-house
intelligent tutoring engine called the Task Tutor Toolkit (T3) [18, 19]. T3 matches
student actions to a solution template that encodes correct actions within a scenario
and their allowable variation. Although this approach supports simulations that are
somewhat constrained, compared to free-play simulations, the development of these
simulations and the solution template for each scenario requires much less effort.

Modes of Interaction. The available forms of input and output (I/O) supported by an
exercise environment are a major determinant of training realism, a potential cost-
driver of ITS development, and an opening for widening the range of adaptations the
system can exhibit. Most of our systems include traditional graphical user interface
(GUI) elements with forms and widgets, often designed to mimic or abstract some real-
world equivalent—e.g., systems control interfaces or traditional paperwork. Many of
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our systems include more strongly graphical elements such as maps (for tactical situ-
ations as in TAO-ITS, InGEAR [20], ComMentor [21, 22], and many others), diagrams
(for complex logic or control systems as in ICT Tutor [23]), or graphs (for data analysis
problems as in AAITS [24]). We have done some work on leveraging 3D or virtual
reality environments, including Commercial Off-The-Shelf (COTS) game engines. We
have devoted more effort to allowing for language-based interaction, including speech-
based I/O. For instance, students using the second generation TAO-ITS system could
converse with simulated watchstanders staffing a ship’s combat center, and students in
METTLE [25] could engage in a diagnostic interview with a simulated patient. In the
line of prototypes starting with ComMentor, we explored mechanisms to support
extended Socratic dialogs.

No matter the external format, a system can ultimately only respond sensibly to
some range of inputs. In some situations, widgets are used to build tightly restricted
forms of input, such as multiple-choice questions or checklists. In other situations, we
use more flexible mechanisms, such as interactive graphics (e.g., diagrams, maps, and
timelines), or constrained understanding and generation of spoken language and typed
text. Most diagrams have some natural structure—e.g., nodes and/or links with some
sets of available states—that effectively defines what can be communicated. Many
maps or data presentations can be analyzed into a smaller set of qualitatively distinct
and meaningful regions. Even with language, a massive universe of student utterances
can be mapped to a much smaller set of expected and meaningful inputs. Driven by
domain needs and project constraints, the recognizable inputs may constitute a rela-
tively large or quite small set of alternatives to which the exercise environment and/or
tutor most adapt. We will say more about the kinds of content that can be communi-
cated and the degree of contextual interpretation required even once a student input is
recognized/classified.

Specifying and controlling a range of environment or tutor outputs presents a
different and often simpler set of challenges. For instance, understandable language
generation is easier than language interpretation. Utterances can be completely canned
or templated to allow some useful range of variation. In some cases, pre-recorded audio
and video are appropriate. Means to inject language or other kinds of environment
manipulations into an exercise can be designed into custom-built simulations. How-
ever, introducing ITS-driven adaptive behaviors into an existing simulation can be
more of a challenge.

Content of Interaction. A typical exercise environment focuses on providing means
to support carrying out a task to be trained. However, sometimes, it is not possible to
assess the student’s knowledge and skills based solely on their observable task-relevant
actions. For such applications, it is useful to elicit the student’s reasoning, either by
requiring the student to show their reasoning as part of the assigned task, or by asking
the student questions about their thought process. As an example of showing reasoning,
the ITADS [26, 28] tutor provides a “rationale panel” where students can maintain an
inventory of hypotheses underlying their actions in its free play diagnostic environ-
ment. As an example of asking about thought processes, the ComMentor system
presents tactical decision games that prompt students, typically Army Captains, to
sketch tactical plans. Then, the system evaluates the student’s plan and engages in a
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Socratic dialog that probes their understanding of the situation, guiding them through
questions and feedback to build up an argument structure for appropriate interpretations
and courses of action. AAITS teaches underwater acoustic analysis and the ICT Tutor
teaches counter-intelligence analysis. Both of these systems require students to enter
observations and inferences, using a domain-specific, graphical analysis tool. In all
these cases, the tutors condition their assessments and their instructional support not
just on overt task performance, but also on revealed student rationale.

Interpretation Issues. Student inputs often require contextually sensitive interpreta-
tion in order to support tracking and assessment of performance and learning. This
context-sensitivity can exist at different points on the free play spectrum, and for
different input forms and contents, even after basic input meaning is determined. As
noted earlier, for free play exercises as in TAO-ITS, we use BTNs to evaluate student
actions in their tactical context, including the state and recent actions of other friendly
and opposing forces. For constrained play exercises using T3, student actions are
interpreted with respect to their place in an observed sequence relative to a flexible
solution template. In ITADS student assertions about hypotheses are compared to the
system’s own record of justifiable hypotheses given the diagnostic information
uncovered by student actions. In ComMentor, student input about their understanding
of the situation and decision rationale are interpreted relative to a set of argumentative
points to be discussed, while tracking context for topics that have already been raised,
are currently-in-focus, and are yet to-be-discussed. Without context-sensitive inter-
pretation, tutor assessments will often be incorrect and system adaptations ill-informed.

Simulation Constraints. An ITS’s exercise environment may be custom-built, rely on
integration with a legacy system, or use some combination of the two. Beyond the cost
and realism impacts, the build and reuse options tend to introduce different constraints
on observing student activity and controlling the student experience—e.g., modifying
the course of the exercise and/or injecting tutor interactions. For instance, the second-
generation PORTS/TAO-ITS was integrated with the legacyAegis PORTS simulator;
enabling the ITS BTNs to observe and manipulate elements of the simulation required
close collaboration with the PORTS developers. Similar collaboration was required for
InGEAR’s integration with a legacy game. Sometimes, however, opportunities to ask
for access to desired interfaces in legacy systems may be limited, as when we used the
standard High Level Architecture (HLA) interfaces for the BC2010 ITS [26].
For ITADS, we were required to provide a high-fidelity simulation of a representative
shipboard information technology environment. The resulting network of custom-
configured virtual machines required new instrumentation in order to support rich
observation and control. For the students’ free play troubleshooting task in ITADS, we
were forced to invent new forms of modeling to maximize inferences given limited
available observability of student actions. Within the same system, students also have a
procedure execution task, for which we fell back on (more restricted) solution tem-
plates (like T3) for modeling and coaching. In contrast, systems such as AAITS, ICT,
and METTLE all relied on custom-built exercise environments in which we could, with
some development effort, make the environments do whatever was needed to support
adaptive instruction.
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3.2 Knowledge Models

In our ITSs, the dominant modeling effort is typically devoted to building the Expert
Model—describing what constitutes good understanding and behavior in the domain,
and therefore what we would like the student to learn. The details of the Expert Model
are often abstracted and linked to an associated Curriculum Model—a hierarchy of
principles that students are expected to master. The Curriculum Model summarizes
what the students are to learn. The Expert Model contains all the details of how to
recognize and/or perform adequate knowledge and behavior. Tutor interventions such
as hints, prompts, and feedback, can be associated with either or both of Curriculum
nodes and Expert behaviors. The Tutor Model—controlling delivery of available tutor
interventions in response to student performance and states of the Student Model—is
typically left as code, though often with some parameterization to allow fine-tuning to
suit instructors’ pedagogical preferences. The Student Model is typically a mastery
overlay on the nodes of the Curriculum Model, capturing the results of automated
assessments that are part of the Expert Model.

The discussion here will focus on the various forms the Expert Model takes in
different ITSs, with the aim of achieving training effectiveness within available
resource limitations while suiting the task domain and learning objectives.

• Expert Behaviors: Probably the most flexible form of Expert modeling we use is
context-sensitive sequence recognizers of the kind most easily built using BTNs (as
applied in TAO-ITS, the C2 V-ITS [29, 30], and many other systems). An
important issue with such models is the extent to which the resulting behavior
specifications are situationally bound. That is, does a BTN apply only within a
specific scenario (or some part of a scenario) or is it a more generally applicable
characterization of good performance? It is common for our ITSs to include a
combination of scenario-specific and cross-scenario knowledge. Versions of this
question arise for other modeling approaches discussed below. Our SimBionic
system for BTN authoring supports hierarchical decomposition and target-specific
variants of BTNs, which can be useful when seeking to partition and generalize
behavior specifications for reuse.

• Domain Constraints: Another powerful and common approach to modeling Expert
knowledge and behavior is to capture constraints among domain objects and
actions. This approach was used in a series of tactical tutors such as InGEAR,
AAIRS [31, 32], and BC2010 ITS. InGEAR paid particular attention to general-
izing such constraints by starting the process of formalizing key concepts to
facilitate automated recognition in different situations—e.g., characterizing the
concept of cover and concealment as it applies to different terrains. ITADS trou-
bleshooting Expert Model exploited constraints on what symptoms provided evi-
dence for or against what faults, and what student actions could produce additional
evidence. The form of the model was envisioned as potentially applying across a
wide range of troubleshooting applications.

• Solution Templates: The template approach introduced by T3 provides a lower-
cost, though more limited, means to track and coach activity when more flexible
approaches are not needed or perhaps not affordable. A similar scheme was used for
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those aspects of ITADS focused on fixing (rather than diagnosing) problems.
Variation in activity ordering and parameterization, as well as some context-
sensitive selection of alternatives can be accommodated. Coaching can be provided
to help keep the student making progress along a viable path. Again, templates can
be written so they apply across multiple exercises.

• Reusable Script Elements: Scripted exercises seem like they would offer only
limited adaptation. However, the degree of limitation depends on the sophistication
of the scripting formalism and the size of the scripts. For example, the METTLE
system is explicitly built on a concept of scripting, but the scripts are very large
(e.g., hundreds of lines for a simulated patient) and each script line is conditional.
Conditions can include not only immediate triggers—such as things just done or
said by the student—but also tests depending on earlier actions or logical combi-
nations of such actions. To speed authoring and promote generality, script lines can
be reused by particular actors in specific scenarios and/or scenes, with selective
overrides for chosen aspects of such lines—e.g., conditions, actions, or instructional
annotations.

• Direct Mastery Evidence: In some ITSs, exercises are composed from more
focused interaction—e.g., questions and available answers—that are directly linked
as evidence for or against mastery of Curriculum principles or skills. For instance,
in ReadInsight, a text passage is accompanied by (an adaptive set of) comprehen-
sion questions. Available answers to each question are treated as mastery evidence.

3.3 Tutor Adaptations

Across our many ITSs we have built versions of all the kinds of tutor adaptation listed
in Sect. 2. Instruction Selection and Remedial Instruction are probably the two
simplest techniques in our work. That is because instruction is generally taken to be
some kind of mostly-opaque multimedia, often prepared and possibly delivered using
external COTS tools such as PowerPoint, Articulate, or Flash. In our systems, such
instruction packets are linked to curriculum nodes and may be further tagged in other
ways—such as being particularly appropriate for initial or secondary exposure.
Instruction or remediation is chosen based on student curriculum mastery estimates,
and subject to tunable heuristic rules regarding issue such as score thresholds for
offering remediation, and prerequisite structures for introducing new topics. Exercise
Selection is generally also driven by links to curriculum nodes and student mastery
estimates. However, as noted in connection with TAO-ITS, since we control the
exercises more completely, we can sometimes use exercise configuration or real-time
exercise steering as alternatives to selecting an entirely new exercise.

During-exercise coaching includes Prompting, Hinting, and Immediate Feed-
back. Of these, prompting—taken to mean proactive tutor suggestions—is probably
used least often. While most of our expert modeling approaches can determine some
reasonable next action at most moments, it is harder to judge when it would be
productive to break in on a student and suggest such a move. METTLE does this using
author-settable timeouts that start running when some conditions are first met. Tactical
decision-making tutors such as InGEAR and C2 V-ITS monitor the passage of time as
part of the tactical situation, such that the absence of student action can be a trigger for
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proactive suggestions. More often, the tutor’s knowledge of useful next steps is used to
drive a series of hint offerings. The student must explicitly request such hints (though
the tutor may flag their availability). A common practice is to offer a progression of
hints going from general to more specific—e.g., what to consider, what to do, how to
do it, why to do it. Immediate feedback is typically tied to assessment logic, though
again with additional control annotations and/or heuristics to determine which
assessments are worth commenting about in the middle of the exercise flow. It is
usually judged more important to provide negative feedback aimed at immediately
correcting a student mistake—whether that be for pedagogical purposes, or to ease the
system’s student tracking chores—than to provide positive feedback reinforcing correct
decisions. All of these interventions are generally under author control, since instruc-
tors may have opinions about what kinds of interventions to include. For instance,
some military instructors may be less concerned about student motivation and hence
de-emphasize positive feedback. All of these interventions can potentially be combined
with fading, wherein control logic takes into account the student’s assessed mastery
level on relevant curriculum points when deciding whether or not to offer a prompt,
hint, or feedback. Most of our systems focus exclusively on adapting based on mastery
assessments. Again, military training addresses students who have been pre-selected for
certain attributes and personality traits, so adaptation to factors beyond performance,
such as motivation, may not be as interesting in that context.

After Action Review is provided by most of our ITSs. In its simplest form, it is a
comprehensive collection of exercise assessments and paired feedback, like a report-
card, organized by a scheme such as exercise chronology or curriculum hierarchy.
Links to chosen remediations are typically embedded with the (negative) assessments.
But assembling a truly effective AAR can require substantial adaptation, as illustrated
by AAIRS. In a tactical trainer, making a point clearly can involve constructing an
adaptive presentation that selects particular events, and then uses overlay graphics,
vantage points, and filtering to highlight important information. Also, with team
trainers, part of the challenge is to illustrate team dynamics and focus on individuals or
sub-teams and their roles in the problem. If the tutor is not smart about how the AAR is
assembled and just presents a (non-tailored) playback to the training audience for each
training point, the benefits of individualized assessment may largely be lost.

Finally, Socratic Dialogs are a kind of extended structured interaction that can be
used either as an element within AAR (as in ITADS), as an occasional reflective
interlude (as in METTLE), or as the dominant format for an entire exercise (as in
ComMentor). The surface form of a Socratic dialog is an exchange driven by tutor-
generated questions. The intent of a Socratic dialog is to engage the student in guided
self-explanation, and to provide relatively direct evidence to the tutor of mental pro-
cesses, along with possible gaps and misconceptions. Thus, a Socratic dialog has both a
teaching purpose and an assessment purpose. Our dominant approach—derived from
ComMentor—uses a tree-structured argument script as the backbone for the interac-
tion. Tutor questions aim to elicit key statements about the situation and/or proposed
solution from the student. Any points the student misses or only partially states can be
revisited through a combination of repeated focused questions, drill-down to pieces of
an extended line of argumentation intended to build up to the missing insight, and/or
tutor summary or recapitulation of the argument and supported point.
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3.4 Supporting Tools

The need to provide Instructor Support has relatively minor impacts on adaptation.
The main constraints it introduces are (1) curriculum elements must be meaningful and
the hierarchy’s organization comprehensible to an instructor (both strongly preferable
in any case), and (2) connection of curriculum node mastery assessments to exercise
behavior assessments be clearly traceable and explicable.

The need to provide Authoring Support has much more pervasive impacts on the
forms of adaptation that a system can support. Generally, what is desired is a fully
integrated authoring environment that supports the creation of, and linking among,
curriculum, instruction, exercises, assessments, tutor interventions, etc. The greatest
challenge is usually support for authoring of the Expert Model, in any of the forms
surveyed in Sect. 3.2. The SimBionic toolkit provides robust support for drawing BTN
logic as hierarchical flow charts. The T3 tools support authoring of more restrictive
solution templates by demonstration of an activity sequence, followed, if necessary, by
GUI-based editing to relax and add constraints or alternate paths. We have experi-
mented with several schemes for authoring tree-structured Socratic dialogs, most
recently embedded in ITADS and its authoring suite. Systems that exploit domain
constraints typically introduce their own custom GUI editors with forms tuned to the
formats of those constraints. That is true, for instance, with InGEAR and ITADS.
Directly linking exercise actions as mastery evidence likewise calls for a custom editor,
though relatively simple design suffice if users only need to link exercise options to
curriculum elements. Finally, scripting schemes may depend on a custom structure
editor or on a textual editor and parser for a scripting language.

As suggested by this paper, there are many degrees of freedom in ITS design (all
the dimensions listed in Sect. 2). We have also suggested the need to make design
tradeoffs, compromises, and innovations to suit domain and project constraints (all the
examples in this Sect. 3). In our experience, those constraints are often discovered
incrementally by working through examples. The consequence is that authoring tools
are often unavailable and/or unreliable when early content needs to be developed
because the formalism to be authored is still being invented and changed on the fly.
This conundrum accentuates the value of highly polished tools that support proven
families of modeling mechanisms, like SimBionic for BTNs and T3 for Solution
Templates. We have explored other schemes to quickly bootstrap flexible, reliable, and
helpful authoring tools. These include (1) mapping model structures into tabular for-
mats and using COTS spreadsheet or database applications that support constrained
input (such as Excel or Access); (2) mapping model structures into textual formats that
are easily parsed (such as s-expressions or context-free grammars); (3) building tools
using GUI frameworks that provide rapid configuration of custom editors driven by an
underlying data model (such as the Eclipse Rich Client Platform and its Modeling
Framework).
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4 Towards an Ontology for AIS Design

AISs can be characterized in many ways—e.g., in terms of their domains of applica-
bility, pedagogical commitments, styles of interaction, forms of modeling, bases for
adaptation, ways of adapting, and so on. Our focus in this paper has been to point out
how the combination of domain and project constraints can have pervasive impacts on
the kinds of interaction, modeling, and adaptation that may be needed or possible, and,
in turn, on the mechanisms that will work to provide those target capabilities.

Accordingly, when we think about carving up the space of AISs—especially as we
look to identify and build reusable tools—we tend to think first in terms of how these
domain and project constraints point towards families of mutually compatible inter-
action, modeling, and adaptation mechanisms. This is reminiscent of the points made
in Bell [33] when he focused his breakdown of the AIS space around the questions:
“how do I build one?” and “what’s hard about that?” Our stance also shares features
and some lineage with the approach taken within the Goal-Based Scenarios research
program [34], where specialized authoring tools and runtimes were developed to
support particular styles of interaction—in that case, centered on a major learner
activity—and embedding guidance on how to construct pedagogically effective
content.

The authors of this paper come to AIS design primarily with backgrounds in
symbolic Artificial Intelligence. So, when it comes to developing ontologies to char-
acterize AISs, we would naturally develop fine-grained breakdowns along any or all of
the lines suggested above—domain attributes, pedagogical mechanisms, interaction
styles, modeling approaches, adaptation drivers, and adaptation mechanisms. Each
point in such an ontology space could suggest a potentially recurring situation or need
or capability, and hence a possibly reusable technology or method or module. How-
ever, as illustrated in this paper, there will necessarily be dependencies across those
different dimensions. Not every possible combination is likely to make sense, or be
realizable, or fit with commonly recurring project constraints. We also suspect that
most of these dimensions are somewhat open-ended or are at least likely to see further
growth for some time.

Thus, we expect there could be a large number of reusable components, and that
those components will vary in how commonly applicable and freely combinable they
are. In consequence, we expect substantial advantage to pre-packaging consistent
combinations or components, together tuned to address a range of recurring needs. Even
if one overarching framework (say GIFT [35, 36]) could encompass configuration of all
such modules, implementation effort would be reduced by re-using pre-configured
packages that (nearly) addresses current needs. For example, a package containing
expert model mechanisms tailored to troubleshooting domains could be constructed in a
form that can be instantiated for future training applications involving troubleshooting
skills. Further, some of the earlier work cited above notes that effectively exploiting the
capabilities of reusable AIS modules or module-constellations remains challenging.
That is, pedagogical effectiveness will ultimately depend on the how well the chosen
pieces are used, so embedding authoring guidance is essential [33, 34].
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Therefore, we would propose that in addition to fine-grained dimension-specific
ontologies, AIS standardization would benefit from development of a higher-level
catalog of AIS applications, characterized in terms of their use of the lower-level
pieces. Such a catalog would be open-ended (non-exhaustive) and would need to allow
for partial overlaps (non-exclusive). It would likely lead to introduction of additional
lower-level taxonomies to characterize the roles and relationships of the primary
components, as well as the applicability conditions of the modules and constellations.

Obviously, this implies a substantial community effort. Our range of experiences
with coached practice for complex decision-making skills offers suggestive guidance,
but substantial and ongoing input from the larger ITS and AIS community will be
required to build and maintain a framework that more fully covers the full range of
potential AIS requirements.
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