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Abstract. When faced with a price war, the accuracy of forecasting sales in
e-commerce greatly influences an enterprise’s or a retailer’s merchandise
inventory strategies. When faced with a price war, an enterprise might obtain
certain consumption patterns by analyzing previous sales data. This case study
research was conducted in collaboration with a medical product company to
explore which of the various forecasting models can better inform a company’s
inventory plan. The study used the company’s data from Amazon.com regarding
sales volume, number of views, company ranking, etc. between February 7 2016
and March 28 of 2018. Three potential methods of data mining were selected
from the literature: the exponential smoothing method, the linear trend method,
and the seasonal variation method. Of these, the most suitable was identified for
price war situations to forecast the sales volume for April 2018 and to provide
concrete information for the company’s inventory plan. The results showed that
the seasonal variation method is more suitable than the other two sales fore-
casting methods. To obtain a more accurate sales forecast during a price war, the
seasonal variation method is recommended to be used in the following
approaches: Adjust the seasonal index by using a simple moving average.
Remove the seasonal index from the sales volume, and conduct a regression
analysis using the data within the last month. The resulting predicted value (with
the seasonal index removed) should be multiplied by each period’s corre-
sponding weighted moving average to obtain a more accurate sales forecast
during a price war.
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1 Introduction

In the e-commerce-driven market today, the preparation for inventory forecast is cru-
cial. Without proper inventory plans, retailers would risk customer disappointment due
to merchandise shortage, which causes income loss. However, excess inventory would
lead to storage and removal problems, causing surplus-induced increased cost and
affecting the overall profit [12]. Situations like these are especially serious for seasonal
merchandise that are put through price wars if an enterprise cannot effectively use prior
experience to forecast future sales.
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Using Amazon as an example, one sees that when two leading companies that sell
similar products intend to dominate the market, they usually slash prices as a com-
petitive strategy against each other. As soon as one company begins to lower the price
to attract customers, the other will see changes in the incoming orders and will fall into
a predicament if it does not respond immediately to the competitor’s move. Under such
circumstance, traditional forecast models are no longer effective, and new models are
needed. To identify more accurate merchandise sales forecast models when faced with
a price war, this study looked at some conventional forecast methods, namely, the
exponential smoothing method, the linear trend method, and the seasonal variation
method.

The exponential smoothing method discards no prior data; more weight is given to
the more recent data and less weight to the data from the more distant past [11]. For
most data, this is a very suitable and accurate forecast model. However, exponential
smoothing is more suitable for forecasting short-term data and less so for long-term
data [8]. Therefore, we use the linear trend method to observe the trend of an entire
period and the direction of future periods’ data, in order to forecast the sales volume of
future periods. The seasonal variation method accounts for any notable seasonality of
sales. It removes the seasonal factor prior to applying the regression model, then adds it
back afterwards [36].

Overall, the study analyzed and forecasted sales data using these three models that
are suitable for price wars and aimed to help enterprises accurately calculate the
potential sales volume during a price war in order to more effectively control their
inventory costs and to increase their overall profits.

2 Literature Review

2.1 E-Commerce in Taiwan and in the United States

E-commerce development is still flourishing in Taiwan. In 2018, the top four sales
volumes in the market belonged to Shopee, PChome, ibon mart, and momo. Shopee
provides customers shipping fee subsidy, charges no slotting fee or processing fee, and
offers a better and more comprehensive user interface. Customers can also chat with
the seller in real time, to obtain more information about the products. In addition,
Shopee combines different modes of business operations: B2B2C (Shopee Mall), B2C
(Shopee), and C2C (Shopee Auction). It is a one-stop shop where users searching for
products are presented with items from all three modes to choose from. Compared with
the other e-commerce companies operated in Taiwan, Shopee provides a better con-
sumer experience that attracts more sellers and buyers. It has become the largest mobile
e-commerce entity in Taiwan since 2017.

PChome has B2C (PChome24), B2B2C (PChome Store), and C2C (Ruten.com, an
auction site). Although its user experience is not on par with Shopee, it has a strong
shipping system that supports the speed of product delivery. Ibon mart has a network of
over 5000 brick-and-mortar stores throughout Taiwan, which provides a comprehen-
sive set of physical-virtual convenience services.

4 P.-H. Hsieh



The ibon mart website integrates products from supermarkets and investment
companies. According to quarterly financial reports, the overall performance of Q4 are
better than the other quarters. This is possibly due to holidays or the Single’s Day
(November 11) that originated in Mainland China. Momo is a shopping network
invested by digital media enterprises. It also has a relatively better Q4 performance.

Although e-commerce originated in the United States, the performance of the US
e-commerce has been lukewarm compared to that of Taiwan. Other than the top-
earning e-commerce company Amazon, American e-commerce has not had the same
level of vigor as that of China. Amazon is currently one of the largest web-based
retailers, and it also has a higher performing Q4 compared to the other quarters. The
fourth quarter is a major shopping season in the US and is the busiest season for
e-commerce. The seasonality is due to the holidays, starting with Halloween in
October, Thanksgiving in November and the subsequent Black Friday and Cyber
Monday, followed by Christmas in December. The customers of Amazon.com have
shown a consistent level of satisfaction, which is higher than other enterprises such as
eBay, Walmart, Best Buy, etc. [31]. In recent years, the US has been influenced by the
Chinese e-commerce giant Alibaba and has started to promote sales in the trend of
celebrating the Singles’ Day (November 11) in the last quarter [5].

2.2 The Importance of E-Commerce

In the past, companies that wanted to run a promotion activity needed weeks or even
months to plan, forecast, and calculate carefully the sales volume and target profit.
Their methods usually involved buying ads and releasing coupons [28]. In the infor-
mation age, in the global e-commerce market, it is pivotal to plan the inventory and the
logistics based on accurate sales forecast [34]. In the age of e-commerce, sales forecast
and inventory control are essential. E-commerce promotion projects can immediately
push the newest information out to the relevant consumer groups through emails, social
media, direct broadcast, etc. [9]. At any time, sales data should be collected and
analyzed; a good forecast can enable a company to ensure that there never is a shortage
of merchandise that disappoints customers and leads to profit loss [27]. On the other
hand, overstocking not only increases the inventory cost that affects the final profit but
also increases labor and processing costs. Price discounts might be needed for
inventory clearance. Case in point, the demand for seasonal merchandise will rapidly
disappear once the season is over.

The start of a price war implies the reduction of profit. Under the strict control of
cost, the product quality may be affected. This leads to a vicious cycle that negatively
impacts future sales [26]. Price wars usually start when there are more competitors. Price
adjustment is a sales strategy that can be executed easily [15]. The literature shows that
enterprises often applies price wars to compete for market share and increase product
sales volume when dealing with seasonal merchandise around the various annual hol-
idays [26]. This is especially evident when the target consumer group is highly sensitive
to price [25]. Additionally, seasonal products have different attributes depending on
whether they are based on daily, weekly, or annual cycles; each has a different level of
impact on sales volume [22]. However, one should consider the necessary inventory
cost prior to a particular holiday, consumer satisfaction, willingness to re-purchase, and
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other factors [27]; otherwise, the earnings resulted from promotions may not fully cover
the hidden costs, causing an overall loss [32]. Similarly, the competitors do not wish to
lose their existing market share and will begin myriad promotion activities including the
use of sales representatives’ experience-based predictions, but they still need to analyze
effectively the distribution point’s primary consumer’s sale volume [14].

2.3 Methods of Analysis and Effectiveness of E-Commerce Big Data
Forecast

Not all historical data are relevant to the current consumers’ behaviors. Companies
should adjust their current systems and use a large quantity of long-term sales forecast
data. They should let the systems consider the historical data appropriately and dis-
tinguish the useful data from the obsolete ones, and be able to tell based on current
purchase behaviors and models which aspects have remained stable and which have
changed and become unstable [10]. The procedure involving big data includes data
collection and data processing and analysis, each processing step having an impact on
the quality of the big data [1]. During data collection, the data source will affect big
data’s quality including its veracity, completeness, consistency, accuracy, and security
[18]. Big data analysis methods can be categorized as descriptive, predictive, and
normative [4]. The purpose of descriptive analysis is to accurately predict what will
happen in the future and to provide a rationale for why it will happen. Predictive
analysis uses data and mathematical models to confirm and evaluate targets. Normative
analysis uses optimization or A/B testing to offer suggestions to staff or managers [33].

Quick response forecasting (QRF) of big data is accepted as more predictive than
the traditional point of sale (POS) system [20]. If the expected demand starts to exceed
the “most likely scenario,” QRF can help adjust the purchase volume to effectively
decrease costs. Amazon collects big data such as individual users’ habits, the prices of
competitors during price wars, consumers’ product preferences, records of orders,
profit margin, etc. Amazon uses big data to adjust 2.5 million products’ prices each
day, thereby attracting more customers and resulted in a 25% increase in annual profit
[2]. Overall, the key to sales forecast accuracy is the calculation behind the forecast
system, since it ensures that individual distributors have enough inventory to meet the
demand of potential orders [30] and are able to devise more accurate purchase
strategies [1].

3 Methodologies

Utilizing appropriate sales forecast methods is important for enterprises in e-commerce.
Based on the previously mentioned literature, a firm grasp of customer types and needs
as well as business historical data trends are necessary for choosing better forecasting
methods. Common e-commerce sales forecast methods include: naïve method (time
series with steady changes, seasonal variations, trend patterns), average method
(moving average, weighted moving average, exponential smoothing, double expo-
nential smoothing, triple exponential smoothing), trend-adjusted exponential smooth-
ing, and seasonal variations [3, 7, 17, 23].
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This study’s data source was a medical equipment seller on the Amazon e-commerce
platform (called here the Case Company). The Case Company often conducts sales
analysis and forecast for the products they offer. However, during the time of this study,
the company suffered the plight of a price war, which led to unstable sales and caused
the supply to severely outnumber the demand.

The Case Company provided the current research with sales data including the
sales volume data obtained through the sales platform’s backend services, the number
of views, competitors’ sales data obtained via text mining methods, etc. Because the
price war for which real sales data could be collected had occurred recently (Fig. 1) and
the duration was not very long, three suitable methods for this research was explored:
exponential smoothing method, linear trend method, and seasonal variation method.
Among these three, the most appropriate method for responding to a price war was
identified. The exponential smoothing method was included to investigate price wars
due to its ability to focus on recent observation periods while taking into consideration
the characteristics of observations in the more distant past. The linear trend method was
included because it considers all data and directly reflects the trend of sales. The
seasonal variation method was included because there was a noticeable seasonality in
the data. We therefore included this method to see if higher accuracy may be achieved
by removing any seasonal factors prior to forecasting. This study analyzed the sales
data (collected between 2/7/2016 and 3/28/2018) using the three methods to forecast
the daily sales volume during the month following the data collection period (4/1/2018
to 4/30/2018).

3.1 Exponential Smoothing Method

Smoothing value is the weighted average of forecast values and actual values. In other
words, the next forecast value is the weighted average of the previous period’s forecast
value and its actual value. The smoothing factor (a) plays an important role. It is
usually determined based on the products’ characteristics and the manager’s under-
standing of the market’s sales situations along with any prior experiences with fore-
casted values. The closer the smoothing factor gets to 1 means that the influence of past
observations decreases steeply as it was further in the past; conversely, a factor closer

Fig. 1. The estimated period of the price war.
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to 0 means that such influence decreases not as steeply. Thus, when the time series is
relatively stable, one may choose a larger a, whereas a smaller a should be chosen
when the time series contains more fluctuations, as to not ignore the influence of
observations from earlier times. In the equation, each period’s forecast value requires
prior data. Therefore, the very first smoothing value must be defined. There are several
ways to do that. If historical data is available from further back in time, then an overall
period average from the historical data can be used as the first smoothing value.
Otherwise, the first actual value may also be used as the first smoothing value as well as
the second forecast value.

3.2 Linear Trend Method

This method uses time as the independent variable (x) and the function of time as the
dependent variable (y) and assumes that the independent variable (time) and the fore-
casted function of time are linearly related. Therefore, using this method requires first a
calculation of the correlation coefficient (r) between the two variables. A coefficient of 0
means no linear correlation exists and the linear trend method is not applicable. A co-
efficient between ±0.2 and ±0.3 is a weak correlation; ±0.6 is a moderate correlation;
±0.8 is a strong correlation. A coefficient of 1 is a perfect correlation. When the
coefficient r is near 1, the linear trend method can be used to analyze the data. When r is
close to 1, the linear equation in the form of y ¼ aþ bx can be used to predict future
changes. Based on historical data, regression can be used to find the values of a and b,
thereby finding the linear equation in which the independent variable can be plugged
into to produce the forecasted value of the dependent variable y.

3.3 Seasonal Variation Method

As many products’ sales are cyclical or seasonal, the seasonal variation method adds to
the time series forecast methods the factors that recur periodically and fluctuate reg-
ularly based on sale seasons. This enables forecasting the sales of products that are
seasonal in nature. First, statistics such as the simple average method are used to
compute the forecast seasonal index. Patterns of seasonal changes are also identified.
These are then used to forecast the values that are sought after.

In summary, because the Case Company was faced with a price war during a short
amount of time, this study used more basic methods for forecasting. Moreover, when it
was uncertain whether the product had any seasonality, the linear trend method was
first used to find a regression equation that predicts the sales volume; if the data’s
pattern was affected by the seasonality of the products, then the seasonal variation
method would be added as the next step in conjunction with simple smoothing methods
(simple moving average, weighted moving average, exponential smoothing) to adjust
for the seasonal index.
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4 Results

4.1 Application of the Exponential Smoothing Method

The most important step when using the exponential smoothing method is finding the
most appropriate smoothing factor (a). We first set the a between 0.1 and 0.9, then fine-
tuned the a to be between 0.01 and 0.09 to analyze the data collected between 2/7/2016
and 3/28/2018 in order to predict the sales volume for April 2018. With each month
being a period, there were a total of 30 periods usable for forecasting sales volume for
just one month (April 2018). Before using any equations under this method, we set the
sales volume of the forecast period to be 0. The difference between the forecast value
and the actual value was squared for each of the 30 periods, then the 30 squared
differences were summed. The results of the equations are listed in Table 1. When
a = 0.1, the month’s overall forecast error was the smallest, especially when a = 0.06,
the sum of error was the least of all. Then, comparing the April 2018’s sum of actual
values against the sum of forecast values, it was confirmed that when a was 0.05 and
0.06, the sum of the predicted values was 460 and 374 (only off by 39 and 47),
respectively, which were very close to the actual values. On the contrary, when a was
set to 0.04 and 0.07, the differences were larger than 100.

Next, each day was treated as a period and was used to forecast the next day (i.e.,
on April 1 we predicted the sales of April 2, and on April 2 we predicted the sales on
April 3, etc.). The actual data from April 2018 was used instead of the predetermined 0.
Setting the a value again between 0.1 and 0.9, it was found that a = 0.2 yielded the
least sum of error. All other a values also yielded smaller errors compared to when
computations were based on monthly periods. It is evident, then, that a daily period
yields higher accuracy than a monthly forecast and has more tolerance for a errors.
Therefore, when facing a short-term price war, the forecast analyst can use this method
to avoid severe forecast inaccuracy caused by mistakes in setting the a.

4.2 Application of the Linear Trend Method

A longer-term price war implies that the forecast period should also be elongated. In
this case, the exponential smoothing method is not suitable due to the difficulty of
choosing the appropriate a value; hence, a different method is needed. Here, we tested
the applicability of the linear trend method. A regression analysis of the data between
2/7/2016 and 3/28/2018 yielded the linear equation y ¼ �0:0076xþ 53:311, meaning,
the Case Company’s sales were declining at a rate of −0.0076. Then, this equation was
used to forecast the upcoming month’s values (between 4/1/2018 and 4/30/2018). The
daily differences between actual and forecast sales were squared, and the sum of the
squares was 34068. The sum of the predicted values for April 2018 was 1417, which
was vastly different from the month’s actual sales total of 421 (Table 2). Furthermore,
Fig. 2 shows that the data contained a seasonal pattern. The linear trend method was
unable to respond to such seasonality, making the forecast sales volume noticeably
different from the actual values.
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4.3 Application of the Seasonal Variation Method

Because the data showed seasonal patterns, it was not appropriate to use the linear trend
method to produce a linear equation. Therefore, the seasonal variation method was
used. Additionally, different moving or smoothing methods were used to adjust for the
seasonal index: simple average, simple moving average, weighted moving average, and
exponential smoothing.

Table 2. Applying the linear trend method to compute the sum of predicted sales volume
(SUM) and the sum of squared differences (SSD).

Unit (x) Date Sales volume (v) Forecasting model
(yi = −0.0076x +53.311)

782 4/1/2018 3 47.3678
783 4/2/2018 25 47.3602
784 4/3/2018 17 47.3526
785 4/4/2018 24 47.345
786 4/5/2018 14 47.3374
787 4/6/2018 18 47.3298
788 4/7/2018 14 47.3222
789 4/8/2018 12 47.3146
790 4/9/2018 18 47.307
791 4/10/2018 18 47.2994
792 4/11/2018 16 47.2918
793 4/12/2018 19 47.2842
794 4/13/2018 14 47.2766
795 4/14/2018 9 47.269
796 4/15/2018 13 47.2614
797 4/16/2018 17 47.2538
798 4/17/2018 5 47.2462
799 4/18/2018 11 47.2386
800 4/19/2018 18 47.231
801 4/20/2018 10 47.2234
802 4/21/2018 9 47.2158
803 4/22/2018 10 47.2082
804 4/23/2018 27 47.2006
805 4/24/2018 7 47.193
806 4/25/2018 17 47.1854
807 4/26/2018 11 47.1778
808 4/27/2018 16 47.1702
809 4/28/2018 6 47.1626
810 4/29/2018 9 47.155
811 4/30/2018 14 47.1474

SUM = 1417.728
SSD = 34068.30735
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Fig. 2. The data shows a clear seasonal pattern.

Table 3. Applying the simple average method to compute the predicted sales volume.

Unit (x) Date Sales
volume

ASI SA (y) Forecasting Model
(yi = −0.0005x +
1.1999)

Predicted sales
volume

1 2016/2/7 37 63.333 0.584210526 1.199342788 75.95837656
2 2016/2/B 44 68.333 0.643902439 1.198831652 81.92016292
3 2016/2/9 50 60.333 0.828729282 1.1983205117 72.2986712
4 2016/2/10 76 60.333 1.259668508 1.197809382 72.2678327
5 2016/2/11 44 56.333 0.781065089 1.197298246 67.44780121
6 2016/2/12 41 40.000 1.025 1.196787111 47.87148444
7 2016/2/13 28 38.000 0.736842105 1.196275976 45.45848708
8 2016/2/14 25 42.667 0.5859375 1.19576484 51.01929985
9 2016/2/15 43 49.667 0.865771812 1.195253705 59.36426735
10 2016/2/16 55 58.000 0.948275862 1.19474257 69.29506904
11 2016/2/17 71 57.667 1.231213873 1.194231434 68.86734604
12 2016/2/18 55 39.333 1.398305085 1.193720299 46.95299842
13 2016/2/19 38 35.000 1.085714286 1.193209164 41.76232072
14 2016/2/20 32 39.667 0.806722689 1.192698028 47.31035512
15 2016/2/21 36 45.000 0.8 1.192186893 53.64841018
16 2016/2/22 42 45.333 0.926470588 1.191675757 54.02263434
17 2016/2/23 61 64.333 0.948186528 1.191164622 76.63159069
18 2016/2/24 62 52.000 1.192307692 1.190653487 61.91398131
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Simple Average Method. First, each date was converted to an ordinal number such
that January 1 is Day 1 and January 2 is Day 2, etc. The mean of the data for the same
day of every year was computed; this was the average seasonal index (ASI) for that
day. For example, to compute the ASI of Day 37, compute: [(Day 37 of 2016) + (Day
37 of 2017) + (Day 37 of 2018)]/3. Then, the daily sales volume between 2/7/2016 and
3/28/2018 was divided by each day’s ASI, which resulted in a set of y-value that has
been adjusted for seasonality. The seasonally adjusted (SA) data was analyzed through
linear regression, which resulted in the equation y ¼ �0:0005xþ 1:1999. The final
predicted sales volume was computed by multiplying the seasonally adjusted predicted
value by each period’s ASI (Table 3). The sum of squared differences between the
predictions and the actual sales of each day during April 2018 was large (SSD =
11221). Compared to the actual total sales of 421, the predicted sales of 914 was off by
quite a bit. This was possibly due to the limited number of years for which data was
available, where each period only had two or three prior data to be averaged. If one
period had an outlier, the ASI would be severely skewed and unable to properly reflect
the true seasonality.

Simple Moving Average Method. Asimple moving average was calculated using the
ASI of 10 periods, which was found to be optimal after some calculations. The goal
was to smooth out the short-term fluctuations and to reflect any long-term trends or
periodicities. For example, to compute the 10-period simple moving ASI for Day 88,
every year’s ASIs for Days 79-88 will be simply averaged. To calculate the simple
10-period moving ASI for 4/2/2018, the ten ASIs between 3/23/2018 and 4/2/2018
were averaged. Then, the daily sales volumes between 2/7/2016 and 3/28/2018 were
divided by the 10-period simple moving ASIs to obtain the seasonally adjusted values.
A regression analysis of these values produced the equation yi ¼ �0:0005xþ 1:2019.
Then, the seasonally adjusted predicted values were multiplied by their corresponding
10-period simple moving ASI to generate the final predicted sales volume (Table 4).

The resulted forecast was considerably larger than the actual sales data of April
2018. The sum of squared differences of actual daily sales values was still relatively
large (SSD = 7383). The sum of the predicted values for the month was 849, which
was much larger than the actual sales total of 421. It was possible that when the price
war started in February 2018, the residuals in the regression model started to deviate
from the regression line that was based on the data from the 2/7/2016–3/28/2018
timeframe. Using a 10-period simple moving ASI as an example, we saw that the sum
of residuals was 0.557114352 in January 2018, −1.085087416 in February 2018, and
−3.474345163 in March 2018.

Consequently, the next step was to analyze only the data during the price war (i.e.,
the data in March 2018). The seasonally adjusted values (y) were obtained when
dividing each day’s (row’s) sales volume by its corresponding 10-period simple
moving ASI. (It can be observed from Table 5 that using 10-period data for simple
moving averages yielded the optimal data for this study.) Then, these seasonally
adjusted values were analyzed using regression, resulting in the equation
yi ¼ �0:0099xþ 8:2569. The equation shows that the Case Company’s sales volume
decreased at a noticeably faster rate once the price war began. Multiplying the sea-
sonally adjusted predicted values by each period’s corresponding moving ASI, the final
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predicted sales volume values were generated. Lastly, when comparing the forecast
against the actual sales of April 2018, the sum of squared differences was relatively
small (SSD = 901). Furthermore, the total sum of predicted sales was 442, which was
very close to the actual total of 421.

Weighted Moving Average (WMA) Method. Because ASI data may be off com-
pared with real data, it is advisable to use a 3-period ASI to calculate weighted moving
averages in order to smooth out short-term fluctuations and to reflect any long-term
trends or periodicities. For example, to calculate the weighted moving ASI for
4/1/2018, the ASI was weighted at 0.2 for 3/27/2018, at 0.3 for 3/28/2018, and 0.5 for
4/1/2018 (Note: No data retrieval activity occurred on 3/29-30/2018 due to staff errors).
The three ASIs were then summed. Next, the daily sales volumes between 3/1/2018
and 3/28/2018 were divided by their corresponding weighted moving ASIs to obtain
the seasonally adjusted value (y). Then, these y-values were analyzed through

Table 4. Applying simple moving average method to compute the predicted sales volume.

Unit
(x)

Date Sales
volume

ASI {10} SA (y) Forecasting model
(yi = −0.0005x
+ 1.2019)

Predicted sales
volume

1 2016/2/7 37 74.13333333 0.498764323 1.197769261 88.85451635
2 2016/2/8 44 75.16666667 0.585365854 1.197251898 89.99343432
3 2016/2/9 50 73.6 0.679347826 1.196734534 88.07966174
4 2016/2/10 76 71.03333333 1.069920225 1.196217171 84.97129306
5 2016/2/11 44 67.16666667 0.655086849 1.195699808 80.31117042
6 2016/2/12 41 61.71666667 0.664326222 1.195182444 73.76267653
7 2016/2/13 28 56.36666667 0.496747487 1.194665081 67.33928841
8 2016/2/14 25 54.28333333 0.460546515 1.194147718 64.82231861
9 2016/2/15 43 54 0.796296296 1.193630354 64.45603914
10 2016/2/16 55 53.7 1.024208566 1.193112991 64.07016762
11 2016/2/17 71 53.13333333 1.336260979 1.192595628 63.36658102
12 2016/2/18 55 50.23333333 1.094890511 1.192078264 59.88206482
13 2016/2/19 38 47.7 0.796645702 1.191560901 56.83745498
14 2016/2/20 32 45.63333333 0.701241782 1.191043538 54.35128677
15 2016/2/21 36 44.5 0.808988764 1.190526174 52.97841476
16 2016/2/22 42 45.03333333 0.932642487 1.190008811 53.59006346
17 2016/2/23 61 47.66666667 1.27972028 1.189491448 56.69909235
18 2016/2/24 62 48.6 1.275720165 1.188974084 57.78414051

Table 5. Finding the optimal period length for the simple moving average method.

Period 5 7 10 13 15

Total sales volume for the month 575 501 441 384 347
SSD 1383.2 1106 900.77 931.52 1112.6
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regression and resulted in the equation yi ¼ �0:0042xþ 3:9115. Each seasonally
adjusted predicted value was multiplied by its corresponding weighted moving ASI to
obtain the final predicted sales volume (Table 6). Lastly, comparing the predicted
values against the actual daily sales volumes of April 2018, the sum of squared dif-
ferences proved to be relatively small (SSD = 3035). Furthermore, the month’s pre-
dicted total sales was 653, which was fairly close to the actual sales total of 421.

Exponential Smoothing Method. The next attempt was applying the exponential
smoothing method to the seasonal index. A damping parameter of 0.7 was used to
smooth out short-term fluctuations and to reflect any long-term trends or periodicities.
Dividing the daily sales volumes between 3/1/2018 and 3/28/2018 by the exponential
smoothing seasonal index generated the seasonally adjusted values (y). Then, these
values were analyzed through regression and resulted in the equation yi ¼ �0:003xþ
3:0488. Multiplying each seasonally adjusted predicted value by its corresponding
weighted moving ASI, the final predicted sales volume data was obtained (Table 7).
Lastly, comparing the predicted values against the actual daily sales volumes, the sum
of squared difference was very large (SSD = 3608). Furthermore, the month’s pre-
dicted total sales was 704, which was quite different from the actual sales total of 421.
It can be concluded that using the exponential smoothing method to adjust for the
seasonal index is not effective, possibly due to the size of the damping parameter

Table 6. Applying the weight moving average method to compute the predicted sales volume.

Unit
(x)

Date Sales
volume

WMA SA (y) Forcasting Model
(yi = −0.0042x +
3.9115)

Predicted sales
volume

754 3/1/2018 26 42.600 0.610328638 0.751438908 32.0112975
755 3/2/2018 29 42.300 0.685579196 0.747247873 31.60858505
756 3/3/2018 28 41.367 0.676873489 0.743056838 30.73778455
757 3/4/2018 17 39.233 0.433305013 0.738865803 28.98816835
753 3/5/2018 40 37.633 1.062887511 0.734674768 27.64826044
759 3/6/2018 51 41.500 1.228915663 0.730483733 30.31507492
760 3/7/2018 38 51.067 0.744125326 0.726292698 37.08934711
761 3/8/2018 36 50.367 0.714758438 0.722101663 36.36985376
762 3/9/2018 21 48.233 0.435383552 0.717910628 34.62722262
763 3/10/2018 16 47.167 0.339222615 0.713719593 33.66377413
764 3/11/2018 21 39.467 0.532094595 0.709528558 28.00272708
765 3/12/2018 19 32.967 0.576339737 0.705337523 23.252627
766 3/13/2018 34 33.700 1.008902077 0.701146488 23.62863663
767 3/14/2018 23 36.800 0.625 0.696955453 25.64796065
768 3/15/2018 68 45.900 1.481481481 0.692764417 31.79788676
769 3/16/2018 23 40.233 0.571665286 0.688573382 27.70360242
770 3/17/2018 15 33.767 0.444225074 0.684382347 23.10931059
771 3/18/2018 27 30.100 0.897009967 0.680191312 20.4737585
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(DP) being too large at 0.7. Thus, excessive focus on the ASIs of the current period and
the period immediately before would not produce satisfactory results in smoothing out
extreme values.

5 Discussion and Conclusion

The current study chose a medical equipment company on the American e-commerce
platform Amazon as the object of the research. This company had recently been
impacted by a price war that caused significant overstocking and increased the com-
pany’s inventory cost. Because of the impact of the price war, the existing mathe-
matical model of the overall sales trend was not as reliable as it had been in the past
when there was no price war. Thus, this study focused on exploring how a company
can respond in a price war in terms of choosing sales forecast models to analyze
forecast data. Three forecast methods were studied: the exponential smoothing method,
the linear trend method, and the seasonal variation method. The results indicate that the
seasonal variation method was the most suitable method for the data in this study
because the original sales volumes data contained patterns that reflected seasonality and
holiday influences. In the process of applying the seasonal variation method, it was
found that the simple moving average method that used a 10-period simple moving ASI
offered the best results for removing the seasonal influence from the data and was

Table 7. Applying the exponential smoothing method to compute the predicted sales volume.

Unit
(x)

Date Sales
Volume

DP
(0.7)

SA
(y)

Forcasting Model
(yi = -0.003x +
3.0488)

Predicted Sales
Volume

754 3/1/2018 26 40.494 0.642075003 0.754946637 30.57059137
755 3/2/2018 29 43.648 0.664404431 0.751904374 32.81920743
756 3/3/2018 28 41.561 0.673706892 0.748862111 31.1235336
757 3/4/2018 17 40.702 0.417673346 0.745819848 30.35610852
758 3/5/2018 40 38.810 1.030648947 0.742777585 28.82756877
759 3/6/2018 51 37.076 1.375534997 0.739735322 27.42678413
760 3/7/2018 38 43.323 0.877133354 0.736693059 31.91571282
761 3/8/2018 36 54.997 0.654582546 0.733650796 40.34850736
762 3/9/2018 21 48.932 0.429163513 0.730608533 35.75042781
763 3/10/2018 16 45.946 0.348231958 0.727566271 33.42904084
764 3/11/2018 21 48.084 0.436736477 0.724524008 34.83795142
765 3/12/2018 19 36.592 0.519241428 0.721481745 26.40034559
766 3/13/2018 34 30.111 1.129159742 0.718439482 21.63284916
767 3/14/2018 23 35.867 0.641265149 0.715397219 25.65886522
768 3/15/2018 68 38.527 1.765012177 0.712354956 27.44464749
769 3/16/2018 23 48.425 0.474964609 0.709312693 34.34822641
770 3/17/2018 15 37.627 0.398645687 0.70627043 26.5751187
771 3/18/2018 27 29.955 0.901355455 0.703228167 21.06511967
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therefore identified as the most suitable forecast method for this case. The results are
expected to help the medical equipment vendor accurately calculate the sales volume
during a price war, reduce inventory cost, and increase overall profit.

5.1 Discussion of Results

This study found that the exponential smoothing method is constrained by the ante-
cedent variable and must use the prior period’s forecast. Thus, the forecast values in
this method will trend toward 0 in long-term situations.

While the linear trend method does reflect the company’s overall sales trend, the
data in the study had an annual periodicity. If the goal is to forecast values for the
upcoming month, this method would no longer offer accurate predictions due to its
negligence of seasonality.

Among the three potential methods, the seasonal variation was the most suitable for
the data in this study. We first used a simple average to calculate the seasonal index,
then removed the seasonal index from all past sales volume values before doing the
regression analysis, then multiplied the predicted values by their corresponding sea-
sonal indexes. However, the results of this approach showed that because of insufficient
data points (each period only had 2 or 3 values to be averaged), it was unable to
approximate the true seasonal index. Any unusually high or low outliers would cause it
to deviate considerably. Therefore, the seasonal index was calculated with a moving
average or an exponential smoothing average to smooth out the short-term fluctuations
and to reflect any long-term trends or periodicities. As a price war had started recently,
using the overall historical data for regression would overlook the near-term trend of
rapid sales decline. Thus, the study tested several scenarios and found that the data that
yielded the most accurate regression equation for sales trend was the data from the
month immediately prior to the forecast period that was also within the price war
duration. After exploring the moving average, weighted moving average, and expo-
nential smoothing methods to smooth out seasonal short-term fluctuations, it was found
that the simple moving average of 10 periods was the most effective in eliminating
seasonal influence from the data in this study and was the most suitable forecast
method for this case. From the comparison presented in Table 8, it is clear which
method is the best for companies facing a price war.

Table 8. Comparing the various methods for computing predicted sales volume and SSD.

Forecast
period/Predicted
Sales Volume
and SSD

Linear trend
method

Simple ASI Simple
moving
10-period
ASI

Weighted
moving ASI

Exponential
smoothing
seasonal index

2016/02/07–
2018/03/28

1417
SSD = 34068

914
SSD = 11221

849
SSD = 7383

910
SSD = 9659

930
SSD = 9852

2018/02/01–
2018/03/28

−21.3654
SSD = 8323

594
SSD = 2932

550
SSD = 1526

608
SSD = 2359

655
SSD = 2701

2018/03/01–
2018/03/28

153.1
SSD = 3844

649
SSD = 3852

442
SSD = 900

652
SSD = 3035

704
SSD = 3607
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Currently, the most common manufacturing method in industries is the “just in
time” (JIT) model, which means that the manufacturers responsible for production
would only produce items when demands arise. This is a manufacturing and purchasing
strategy for minimizing or eliminating inventory that helps reduce inventory cost and
increase overall profit. JIT was first proposed in 1953 by Taiichi Ohno, an executive of
the Japanese company Toyota. The idea is to keep information flow and logistics
parallel during production, in order to have the exact quantity of necessary materials to
produce the exact quantity of necessary products at the right time [29]. This was done
to shorten labor hours, reduce inventory, decrease production cost, and increase
manufacturing efficiency [16].

As manufacturers adopt the JIT model, the pressure of managing inventory falls on
the distributors. Generally, from the order of merchandise to product delivery takes
about three months (a lead time of 90 days). This means that a distributor would need
to predict at least three months’ worth of merchandise sales volume when placing an
order with the manufacturer. Otherwise, most manufacturers would not accept the
order. For this reason, sales forecast is very important for distributors. If the three-
month sales forecast is inaccurate, the distributor would be faced with inventory-related
stress. If the forecast is larger than actual sales, the distributor would suffer a large
inventory cost. When the distributor has originally planned for a low inventory, having
overstock due to erroneous forecast would result in even more damaging consequences.
In addition, consumers may not like buying products that have been sitting in the
inventory for a long time, especially if the products have expiration dates [6]. For
example, some products use lithium batteries, which may lose the battery power as they
are kept in inventory for a prolonged period and result in lower durability than what the
consumers expect. On the other hand, if the forecast is less than the actual sales, then
the distributor is faced with the problem of merchandise shortage. Not only does the
distributor miss out on sales opportunities, but it might also cause mistrust in its
customers.

Moreover, more enterprises are using different social media to meet the customer’s
needs. Social media are now deeply rooted in modern life and have become a new way
for companies to communicate with consumers [13]. According to prior research,
including public sentiment variables in sales forecast models can increase the signifi-
cance of the models. Because public sentiment variables are significantly related to
certain products’ sales outcomes, they are also valuable for these products’ sales
forecast [21, 35]. However, consumers often ignore social media ads because the ads
and the consumer’s preferences are mismatched [19]. Accordingly, enterprises should
properly utilize social media, not only providing the target consumers with ads contents
but also collecting and conducting time-series analysis on the big data around con-
sumer’s social media affective variables. Of course, social media platform adminis-
trators should also ensure the security of information and transactions, so that
companies may properly use social networks to contact other companies and customers
and so that customers can trust the newest information about the distributed mer-
chandise [24].
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5.2 Research Limitation and Future Research Suggestions

From the above discussion, it can be concluded that the importance of sales forecast is
unquestionable. However, in the past, mathematical forecast models were not usually
discussed when a company faced price wars to see how the forecast method might be
adjusted. For this reason, this study provides some potential quantitative methods
(exponential smoothing method, linear trend method, and seasonal variation method)
that would allow companies to accurately predict sales in a price war and place orders
accordingly.

The main challenge that this study encountered was that the Case Company was
unwilling to make available its social media interaction data. Thus, we were unable to
access data such as the level of product popularity or customer feedback. These missing
data lowered the accuracy of our forecast results. If the Case Company could provide
earlier historical sales data, we would be able to find the optimal ASI for the available
dataset. If it could provide additional data such as number of orders placed, inventory
cost, ideal quantity of inventory reserve, and delivery time, etc., we would be able to
calculate the economic ordering quantity (EOQ) as a way to provide the company with
the best reorder point. Future research might consider using public opinion analysis to
understand the public’s response to certain target products and to adjust the mathe-
matical model accordingly in order to increase the overall accuracy of the forecast.
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