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Abstract. Approximately 3% of live newborn children suffer from cleft lip
syndrome. Technology can be used in the medical area to help treatment for
patients with Congenital Facial Abnormalities in cases with oral fissures. Facial
dysmorphism classification level is relevant to physicians, since there are no tools
to determine its degree. In this paper, a mobile application is proposed to process
and analyze images, implementing the DLIB algorithm to map different face areas
in healthy pediatric children, and those presenting cleft lip syndrome. Also, two
repositories are created: 1. Contains all extracted facial features, 2. Stores training
patterns to classify the severity level that the case presents. Finally, the Dendrite
Morphological Neural Network (DMNN) algorithm was selected according to
different aspects such as: one of the highest performance methods compared with
MLP, SVM, IBK, RBF, easy implementation used in mobile applications with the
most efficient landmarks mapping compared with OpenCV and Face detector.

Keywords: Facial dystrophy � Cleft lip � Mobile technology �
Dendrite Morphological Neural Network

1 Introduction

Mobile computing has been developed particularly and emphatically towards practical
processes that aim to be 100% functional. In technological contexts, there has been an
attempt to improve the indicators of the respective uses of mobile applications in the
health sector among the clinical services offered. A concrete example is to present cases
of patients with some physical irregularity in the face, known as Facial Dysmorphia
(FD), caused by poor fusion in the tissues that generate the upper lip during embryonic
development.

Size, shape and location of the separations vary enormously. In some cases,
newborns who suffer from this anomaly, have a small nick in the upper lip, others have
a separation that goes up to the base of the nose, and such separation in the middle of
the lip [1] technological advances of today have given rise to a variety of algorithms
that allow us to identify faces of human beings, extract relevant information for facial
processing, analysis and landmarks [2]. In literature there are techniques of Artificial
Intelligence (AI) [3–5] and [6] with technology advances support [7], it is possible to
solve problems of this nature [8]; achieving interpretation of properties and comparison
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with databases, to recognize objects or people in controlled environments. Thus, par-
ticipating in the health sector [9–11].

Unfortunately, in the health sector and pediatric clinical services that attend to cases
of patients with some Congenital Facial Abnormality (CFA), there is no portable
application accurate enough for physiognomic level severity assessment so as not to
depend on traditional systems based on subjective clinical observations by physicians.
Nor is there a repository with physiognomic information extracted from portraits of
newborn children up to the age of 12 months, healthy or with some facial dysmorphia,
specifically on the lips. To carry out investigations to address the problem above, we
present a mobile application for Android that uses DLIB library, tool that contains a
wide range of open source machine learning algorithms, through a C++ API, with a
applications diversity (object and face recognition, face pose estimator, and so on) [12].

This algorithm is used mainly to map face dots (landmarks) and from them generate
a repository with characteristic features of individuals without FD, or with some facial
anomaly given the degree of asymmetry present in North and Central America, with
which the tool manages to determine if a person presents facial recognition patterns with
irregular measurements. In short, the objective of the proposal is that the database be
used in future research, that can impact health, technology and science sectors.

This work aims to raise awareness among specialists in different areas (Systems,
computing and related areas) about the importance of carrying out relevant studies in
this type of diagnostics, thus involving public and private health sector institutions. The
rest of this article is structured as follows: Sect. 2 gives state-of-the-art, general and
relevant overview of the proposal. Section 3 presents method, phases and repository
main components. Section 4 focuses on experimental results where the app with
classification method used in the recognition process is tested and compared with other
classifiers. Section 5 shows results, discussions and conclusions towards future works.

2 Related Work

OpenCV is a recognized algorithm to solve emotional recognition problems based on
facial expressions, object detection, point mapping, and so on. The first task was to find
an algorithm to map the face efficiently; it was observed that OpenCV presented
irregularities in some adult’s face areas. Also, algorithms are used to extract the face
features, and another to obtain its value [13–15]. Our research uses an algorithm that
map, extract its value and presented the best result compared with other algorithms
used in our propose. The AI use techniques such as Support Vector Machine (SVM), k-
Nearest Neighbors (KNN), Multilayer Perceptron (MLP), and so on. To classify
emotions [3–6, 13, 14, 16], Dendrite Morphological Neural Network (DMNN) to a
nontrivial problem (atrophy in upper lip) were used.

Also, landmarks have been used for facial expressions recognition [13, 14, 17],
facial asymmetry [17, 18] specifically with cleft lip [19] y [20]; each algorithm con-
siders a different number of points adapted to the problem. However, in [21], it makes a
comparison of approach errors to map 37, 68, 84 and 194 points; and it is seen that it
will be more precise that with more points in the curves than in the complete form.
Other tasks such as [5, 6, 8, 21] besides the anthropometric and geometric points [22],
propose implementing morphometric measurements (distances or angles) [6, 22].
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Unfortunately, our investigation on Euclidean distance and angles applied to open cleft
lip problems was not functional. Most of these investigations merge different tech-
niques (learning, landmarks, distance metrics, analysis methods, among others) to
improve response accuracy. The proposed method uses: 68 landmarks, 8 of these are
key points, computation of distances in radians and a method to classify facial
asymmetry level of infants with open cleft lip.

3 Proposed Method

3.1 Preprocessing and Features Extraction

The requirements of the app, the repository and the descriptive features will be iden-
tified to train and classify the type of facial dystrophy of those pediatric individuals who
present the diagnosis (cleft lip), described below:

Software and hardware requirements. Android 5.0 Operating System (Lollipop),
image normalization with: 2-6 Mega pixels (MP) resolution, format (jpg., png., bmp.).
Avoid object saturation, such as: landscapes, portraits, objects, among others. New-
borns photographs: healthy ones and others suffering from the syndrome, specifically
cleft lip (0 and 12 months). Areas of interest: Face limit- It refers to the facial limits,
that is. Nose– Central axis (lobule) for this analysis purpose. Lips– Considering the
dividing line between upper and lower lips. Landmarks map: The drawing process was
made with DLIB facial detection algorithm [12], detecting 68 points on digital image
(Table 1), and draws the faces (frontal, inclined or lateral).

Images analysis process. An image will be selected to graph the landmarks using
different colors (blue, red, yellow, magenta and green; outer limit of cheeks, eyebrows,
eyelid area, nose width and height, lower and upper lip, respectively).

Repository construction will be generated containing records with 142 properties
(Table 1), obtained from images of healthy children; plus others with facial dysmor-
phism and infants who had the disease and who underwent surgery in more than two
sessions, depending on the type of condition, which will be used for the normalization,
classification and to determine the three levels of asymmetry addressed in this article.
The Table 1 first column, represent the total attributes, each point labeled with the
recovered landmarks in 2D P(x, y), represented in Cartesian plane (right and upper side
(+), left and lower side (−)), and the two subsequent columns indicate the landmark
number and its description.

Table 1. Attributes labeled according section of the face

Attrib Landmark Labeled Attrib Landmark Labeled

16 1–8 Right face contour 14 49–55 Upper vermillion border
16 10–17 Left face contour 10 56–60 Low vermilion border
10 18–22 Right eyebrow 10 61–65 Upper peristomal border
10 23–27 Left eyebrow 6 66–68 Low peristomal border
12 37–42 Right eye 6 28–30 Dorsum nasal
12 43–48 Left eye 6 51–53 Cupid’s bow
10 32–36 Alar rim 10 31,9 Lobulus, Menton
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3.2 Normalization and Feature Extraction

The normalization process performs a Cartesian to polar x; yð Þ ! r; hð Þ. The coordi-
nates x; yð Þ represent the geometric location of the extracted facial points, r ¼ q also
known as rho, represents the distance between the origin (landmark 31) and the interest
points (upper lip landmarks) and h is the elevation angle between polar axis (landmark
31) and the object. Then, we get q by means of:

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
p

ð1Þ

Now, we will obtain a vector of h associated with location of x; yð Þ corresponding
to the interest area points (upper lip) in a range of �p to p, thus
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Where atan2i obtains the distances (represented in angles as radian unit measure-
ments) between the point 31 and the points of the upper lip (Table 1). Each set is in aji.
After that, pair point differences are computed by Eq. (3).

dji ¼ ðajk1 � ajk2Þ ð3Þ

Where dji represents the differences, a has all the measures Eq. (2) with respect to
the polo (31), j = n records, i = n pair groups, k1 y k2 indicate the landmark number.
Finally, We compute by arithmetical mean of differences, thus

Mj ¼ 1
n

Xn

j¼1
dj ð4Þ

3.3 Training and Classification

The training process of a classifying method requires identifying the attribute Cj to
classify properly. Then, we delimit the proper classification ranges of each type by
Eq. (4).

Rjj¼3maxi!1j xji
� �

;mini!1j xji
� � ð5Þ
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Where max and min gets the upper and lower limit of the means Mj. The ranges
denoted by Rj (Table 2). To label each record by class name, thus obtains

Cjj!3 S;M;Nf g ð6Þ

Table 2 shows the asymmetry level; we consider 3 class (Cj): Severe C0 ¼ S:
physical features determining notorious facial amyotrophy presence, Moderate
C1 ¼ M: People who have been surgically treated due to facial disease presence,
almost null C2 ¼ N: No physical features determining facial amyotrophy. The classi-
fication stage uses the ranges (Table 2) obtained from the Eq. (6) to perform and
accurate classification.

The document (.csv) for training, will be composed of 8 attributes: dj1 ¼ 49; 53ð Þ;
dj2 ¼ 50; 52ð Þ; dj3 ¼ 61; 63ð Þ; dj4 ¼ 67; 65ð Þ; aj5 ¼ 51ð Þ; aj6 ¼ ð62Þ, Mj and Cj, each
with 105 cases of healthy children, another 35 with facial dysmorphism and 20 infants
who had the disease or underwent surgery in more than two sessions depending on the
type of condition.

4 Experimental Results and Discussions

The interface GUI is composed of four modules: picture take.– in order to capture and
store file; portrait analysis.– to normalize and analyze photographs using the facial
detection algorithm from an intelligent device and save information in the BD; Create
file.– Retrieve relevant data to create file with the necessary attributes for training. Files
compression. – The functionality of this module is evaluated by the end user by
coordinating the number of documents to be compressed. Finally, modeling controls
generated errors and authors involved. With the above, it is possible using the DLIB
algorithm [12] to analyze the captured image. For the analysis process first, an image is
selected to graph the landmarks (Fig. 1) using different colors (blue, red, yellow,
magenta and green; outer limit of cheeks, eyebrows, eyelid area, nose width and height,
lower and upper lip, respectively).

Table 2. Ranges and assigned class

Asymmetry level Since Until

Almost null 0.0034331826 0.0038525829
Moderate 0.0046739103 0.0085488006
Severe 0.0000846416 0.0034320826
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The estimation stage shows the user the case number examined, the value of the
arithmetic mean corresponding to the current image, and the facial severity level of the
selected case (Fig. 1). Finally, it generates a file in the indicated format. The drawing
process was made using DLIB facial detection algorithm; the selection of this detector
was due to its better performance in comparison with OpenCV and Face Detector
which showed great instability when working with images with these characteristics.

The proposed application “Queiloquisis”, was tested using point location process
and facial detection algorithm (DLIB) generating 68 landmarks, on different banks of
140 images [1], from Faces + [23], New México Cleft Palate Center [24], and St. Louis
Children’s Hospital [25, 26]. The rest of the images used in the investigation were
captured from a mobile device. Figure 2 shows the healthy individuals images mapping
and who present the disease known as open cleft lip and Fig. 3 cases presenting of the
disease with several surgical interventions.

The face axes are stored by coordinates x and y. Therefore, the positions of the
points (Fig. 2) cover a dimension of the face from 0 to 100 pixels (left side) and from 0
to 250 pixels (right side), resulting in a very variable proportion, which was control-
lable. Another aspect of determination when selecting the facial recognition algorithm
was based on high performance, reflected when analyzing the total samples, reaching
an error margin of 4%, 15% and 18% with the DLIB algorithm, OpenCV and Face

Fig. 1. Interface: (a) menu, (b) camera opening and photo storage, (c) analysis, (d) results (Color
figure online)

Fig. 2. Drawing process with algorithm in healthy kids and with dysmorphia
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Detector, respectively. Since the facial detection algorithm (DLIB) is not able to
determine the facial atrophy level, a model is implemented for interpretation.

Experiments are carried out and conjectures of distance between two points are
discarded, due to the irregularities of the face (curves impossible to be drawn in
Cartesian coordinates). When analyzing a healthy person photograph, the distance
between the right corner of the lip and the left side in relation to the nose lobe is
3:459. . .n and 5:686. . .n units, respectively, generating an imbalance that directly alters
the result. However, when performing the above analysis (Eqs. 1–4), the result is
1:543. . .n and 1:540. . .n units. With these values it is demonstrated that the normal-
ization process is adequate to the research needs, generating good results.

Table 3 shows the results with Weka and the used classification methods, applying
a dataset normalized (Eqs. 1–6). For the MLP, a sigmoid polynomial function, five
hidden layers, moment = 0.2 and learning rate = 0.3. For SVM, binary classifier with
polynomial kernel of degree 2 was used. K-nearest neighbors IBK, Euclidean distance
search algorithm and k = 1. For Radial Basis Function RBF, with 2 Clusters and
normalized Gaussian. For DMNN, M = 0.25 and 23 dendrites; technique recently
proposed by [27] and used in other experiments such as [28, 29].

The Table 3 demonstrate the performance on the DMNN improves the results
obtained and shows the classification error when manipulating a dataset with these
characteristic, to have an estimated error generalization, 100%, 80% and 70% of data
for training and the other samples were used for testing on each of the 3 class were
used.

Fig. 3. Drawing process with DLIB algorithm with surgically operated people

Table 3. Classifiers methods performance

% Classification error
Instances Train % MLP SVM IBK RBF DMNN
160 100% 0,9 3,57 0,7 0 0
130 80% 6,3 6,25 6,3 9,38 5
112 70% 4 2 4 2 6
Average 3,6 4,91 3,5 4,69 2,5
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The results of most of the algorithms used show a high performance. Therefore, out
of the four, the best DMNN is implemented in the application to determine image
symmetry level (Fig. 1). In addition, to know the performance of the classification
technique, performance metrics are generated, considering 3 classes, see Table 4.

Table 5 is generated achieving a statistical Kappa of 92.86% and a correct data
classification rate of 96% (overall accuracy). To get a better evaluation of the model,
different metrics are considered, reaching a true positives rate of 96%, demonstrating a
classification model good performance.

We conclude this section, emphasizing that this research focus does not imply
representing or showing which side represents more asymmetry, but the level of
asymmetry that a case presents.

5 Conclusions and Future Works

This work depends on the medical area, facilitating the analysis process and classifi-
cation asymmetry level in images of pediatric patients within and without congenital
facial diseases, improving the response time, efficiency, capacity, execution level,
quality control and above all a control of information to be abundant and accurate. This
allowed us to have a broader view of the latent needs in this field.

The relevance of this document lies in four elements: (a) implementation of the
facial detector (DLIB), algorithm with better performance compared to OpenCV and
Face detector; (b) Images normalization for a better analysis, (c) Distance calculations
converted to radians to obtain a high margin of reliability, ensuring useful results,

Table 4. Proposed algorithm confusion matrix

Predicted class
C

ur
re

nt
 c

la
ss A B C n

A 29 2 0 31
B 0 10 0 10
C 0 0 9 9

29 12 9 50

Table 5. Proposed algorithm accuracy detail

Performance by class
Accuracy Sensibility Specificity

96.865 100 94.736
100 90 100
98.958 96.666 98.245
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reliable and functional for the health sector and (d) The classifier method DMNN was
created recently and this word demonstrated the best performance in infant facial
asymmetry classification with cleft lip.

Finally, this article showed the research potential, making feedback possible in:
(a) the understanding of training and the pediatric facial dysmorphic syndrome clas-
sification, (b) the scarcity of relevant information in this diagnosis; reason for which a
repository with features and characteristic patterns of the condition (cleft lip) were
built. It should be noted that this research does not only point towards this line of work,
but it could also be directed to new investigations such as: (a) address this diagnosis in
the bilateral symptom, (b) perform tests with other conjectures, (c) develop a hybrid
application, and (d) create a shared information center (server, cloud, etc.) allowing for
data linking among mobile devices running the application.
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