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Abstract. This paper describes the use of multi-stage Progressive
Transfer Learning (MSPTL) to improve the performance of automated
Facial Emotion Recognition (FER). Our proposed FER solution is
designed to work with 2D images, and is able to classify facial emotions
with high accuracy in 6 basic categories (happiness, sadness, fear, anger,
surprise, and disgust) for both frontal and (more challenging) non-frontal
poses. We perform supervised fine-tuning on an AlexNet deep convolu-
tional neural network in a three-stage process, using three FER datasets
in succession. The first two training stages are based on FER datasets
containing frontal images only. The final training stage uses a third FER
dataset that includes non-frontal poses in images that are relatively low
in resolution and/or with partial occlusion. Experimental results demon-
strate that our proposed MSPTL approach outperforms typical TL and
other PTL systems for FER in both frontal and non-frontal face poses.
These results are demonstrated using two different testing datasets (VT-
KFER and 300W), which corroborates the generality of the proposed
solution and its robustness for handling a wide range of varying poses,
occlusion, and expression intensities.

Keywords: Facial Emotion Recognition · Deep learning ·
Transfer learning · Progressive transfer learning

1 Introduction

The automatic detection of emotional cues from the face has many applications
in psychology, human-computer interaction, games, and other areas. However,
automated analysis of the face is still a challenging problem due to the wide
variety of expressions the human face can make and the relatively small size of
available datasets. Several researchers have addressed the problem of automated
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Fig. 1. Examples of the six basic facial expressions in our testing datasets. The exam-
ples include various poses, expression intensities, and partial occlusion.

Facial Emotion Recognition (FER), typically with emphasis on six common emo-
tions: happiness, sadness, fear, anger, disgust, and surprise. (See examples of
these emotions in Fig. 1.) Even though strong progress has been made on FER,
and most existing FER systems work well on frontal poses and/or with small
variations in head pose [7,8,25,27], increased accuracy and robustness against
pose variations is still desired. The latter has proven to be more challenging
[9,18] with only a few researchers having explicitly tested their approach on
non-frontal data [1,6,11,18,22].

In this paper we introduce a novel method that, by adding new levels to
proven transfer learning techniques, successfully achieves higher accuracy in
both frontal and non-frontal poses. The next section of this paper contains
related work. Section 3 presents the proposed method. Section 4 presents the
experimental setup. Section 5 presents the experimental results. Finally, Sect. 6
presents concluding remarks.

2 Related Work

Several researchers have employed deep convolutional neural networks (CNNs)
for the task of FER [4,5,12,14,19–21,30] to avoid the traditional feature extrac-
tion approaches such as HOG which are relatively complex and time-consuming
[1,25,26]. However, training CNN from scratch requires a large amount of labeled
training data. To address this problem, it is common to use the weights of a pre-
trained CNN as the initial state for further training in what is called transfer
learning (TL) [19]. TL has provided a reasonable compromise that enhances
the accuracy of CNN-based FER systems without requiring very large datasets.
However, the “forgetting effect” of TL and the model initialization process, given
learned weights from a sequence of related tasks, limit the use of TL [23].

Therefore, a progressive transfer learning (PTL) approach was recently devel-
oped to alleviate these limitations [23]. Progressive networks are used to train
sequences of tasks by freezing the previously trained tasks and using their inter-
mediate representations as inputs into the new network. PTL therefore prevents
the “forgetting effect” of TL by freezing and preserving the source task weights.
Our approach extends the use of PTL for FER by adding additional stages that,
in turn, increase the accuracy of the overall system.
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Regarding the use of CNN for FER, most of the existing approaches have been
tested on frontal poses only, non-frontal poses expressions with small datasets,
non-varying expression intensity datasets, and/or using 1 or 2 levels of knowledge
transfer [19,23,27,29].

Mavani et al. [19] have fine-tuned the AlexNet CNN model [15] using two
widely used facial expression datasets (CFEE and RaFD) of the 6 basic expres-
sions plus neutral. Their model yielded test accuracies of 74.79% on CFEE and
95.71% on RaFD. In [23], Ng et al. proposed a PTL scheme for the facial expres-
sion recognition of the basic expressions presented by the EmotiW challenge.
They also used AlexNet CNN to progressively transfer knowledge to the facial
expression task. They first performed fine tuning of AlexNet using the FER28
dataset [10]. Then, a second fine-tuning step on the dataset of interest was per-
formed. Their approach showed significant improvement in accuracy (up to 16%)
over the baseline.

This paper proposes a multi-stage progressive transfer learning-based app-
roach of 3 stages of fine-tuning for the recognition of the six basic expressions
which goes beyond the TL and PTL approaches described above. We trained
and tested our approach on four widely used FER datasets, JAFEE, CK+, VT-
KFER and 300W. These datasets include facial expressions with several head
poses, intensities and occlusion. We employ the AlexNet CNN, trained initially
on the ImageNet database, as our base architecture. We selected AlexNet as the
underlying Deep Neural Network (DNN) architecture due to its known reputa-
tion and quality for image classification. Moreover, this is an architecture that
has been thoroughly studied and its performance is generally well understood in
the community. The use of the proposed methodology is, however, not limited to
AlexNet. Configuration and use of other DNN architectures is straightforward.

Contributions: There are three main contributions of this work: (1) A novel
FER system that is more robust to pose variations; (2) in contrast to existing
TL [19] or PTL approaches [23], our approach transfers knowledge progressively
using 3 stages with varying content in gender and pose, and has been explicitly
tested on non-frontal poses; and, relying only on 2D images, (3) our proposed
system outperforms other 2D-based and 3D-based FER systems by more than
10% and some 2D+3D-based systems by more than 17%, when tested on VT-
KFER.

3 Proposed Method

Our proposed approach is composed of three main steps: (1) preprocessing the
input datasets to extract the face data and prepare the extracted faces for the
deep learning step, (2) multi-stage progressive transfer learning and CNN fine
tuning, and (3) classification. Each of these steps is described next.
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3.1 Preprocessing

We employed 4 FER datasets in our experiments, two for training (JAFEE [17]
and CK+ [13,16]) and two for testing (VT-KFER [2] and 300W [24]). A hierar-
chical face detection (HFD) approach is applied on each image of the datasets.
As part of this approach, a group sparse learning method [28] that automati-
cally selects the most salient facial landmarks and thus extracts the face location
is applied. If no face is detected, then an approach based on mixtures of trees
with a shared pool of parts [31] is applied. This approach models every facial
landmark as a part and uses global mixtures to capture topological changes due
to viewpoint. Finally, if no face is detected in a particular image, we manu-
ally select the face region. (Note that manual processing, if any, is done on the
training datasets to ensure that the largest dataset is used; manual processing
is not done online.) The Kinect SDK is employed for automatic face detection
on the VT-KFER testing datset. Similarly, cropped faces are provided for the
300W testing dataset. All extracted faces are resized to 227× 227× 3. Gray scale
images are concatenated into 3 channels to be compatible with the input data
size of AlexNet.

3.2 Multi-stage Progressive Transfer Learning (MSPTL)

We propose a multi-stage progressive fine-tuning transfer learning FER system
of 3 stages based on AlexNet architecture. Our system not only uses the trans-
ferred knowledge from training over 1M images of the ImageNet dataset, but
also fine tunes this knowledge, progressively, using widely used FER datasets.
The progressive fine-tuning here means to adjust the weights of the pretrained
network by continuing the backpropagation first on a simple FER dataset, and
then repeating the same process on a larger dataset with more variations in
gender, pose, and lightening conditions.

In the typical TL paradigm, the transferred knowledge is directly fine-tuned
on the dataset of interest (either alone or combined with other datasets in train-
ing as is shown in Fig. 2). As opposed to the typical TL paradigm, in MSPTL, the
pretrained CNN weights are adjusted using two FER related datasets, JAFEE
and CK+, in two separate stages, before being fine-tuned to the dataset of
interest in the final stage. With every fine tuning step, the network weights are
adjusted with progressive knowledge from the corresponding dataset. In contrast
to [23] (shown in Fig. 3), which employs PTL fine-tuning using one large dataset,
we employ 3 stages of gradual fine-tuning starting on relatively simple dataset
and ending by fine-tuning the model on a dataset with varying poses, varying
intensities, and occluded facial expressions. Proposed MSPTL is shown in Fig. 4.

PTL is applied on three stages as follows. First, we transfer the knowledge
from AlexNet to a new CNN and fine tune it on a small FER dataset of female-
only actors (JAFEE). Then, in stage 2, the resulting CNN model is used to
transfer the knowledge gained from AlexNet and JAFEE to a new CNN which
is further trained on a larger FER dataset (CK+) that has a larger number of
both male and female subjects. Then the resulting model is further fine-tuned
and then tested on the datasets of interest.
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Fig. 2. Transfer learning (TL) approach as proposed in [19], where transferred knowl-
edge is directly obtained from the dataset of interest.

Fig. 3. Progressive transfer learning (PTL) approach as proposed in [23] where trans-
ferred knowledge is acquired indirectly using combined and related datasets before the
one of interest.

Transfer Layers to a New Network: The first step in MSPTL is to construct
a new CNN of N layers where the first N − i layers are transferred from the
pretrained model and the last i layers are constructed according to the number
of expressions that we want to recognize. In this work, we adopt the AlexNet
network as our pretrained CNN. AlexNet comprises 25 layers (illustrated in
Fig. 5). There are 8 layers with learnable weights: 5 convolutional layers, and 3
fully connected layers.
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Fig. 4. Our proposed multi-satge progressive transfer learning (MSPTL) approach with
separated tuning steps for each training dataset. Transferred knowledge is tuned pro-
gressively using small then bigger datasets. The progression is also with respect to
dataset contents, where we first fine-tune the model using female-only frontal only
FER data then using mix of gender and pose datsets.

Fig. 5. Transfering layers to a new network. The original pretrained model architecture
is shown on top, while the new architecture after transferring layers is shown at the
bottom.

We transfer the first 23 layers from AlexNet and replace the last fully-
connected layer with a new one that outputs the desired number of classes.
Specifically, we replaced the last 3 layers of AlexNet that recognize 1000 classes
with three layers for 6 expressions. The three new layers are (1) fully connected
that classifies 6 classes, (2) softmax, and (3) classification to adjust the softmax
output to a class labels format. The new network is illustrated in the lower part
of Fig. 5. We apply this step at each stage in the PTL paradigm. At stage 1 we
apply it on AlexNet pretrained network. In stage 2 we apply it on the pretrained
network on JAFEE dataset. In stage 3 we apply it on the pretrained network on
CK+ dataset.
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Deep Learning (Fine Tuning) and Classification: The training is applied
in three phases. First, we train the new CNN, composed of transferred layers
from AlexNet, on the JAFEE dataset. This training step is for fine tuning the
weights of AlexNet to the new classes in JAFEE. For transfer learning, we keep
the features from the early layers of the pretrained network (the transferred
layer weights) and initialize the weights of the replaced layers randomly. Then we
conduct the training by setting a small global learning rate of 10−4 to slow down
learning in the transferred layers based on the intuition that we may already be
close to a good result. We also increased the learning rate for the fully connected
layer to speed up learning in the new added layers. This combination of learning
rate settings results in fast learning only in the new layers and slower learning in
the other layers. We set the number of epochs (i.e., training cycles on the entire
dataset) to 4. When performing transfer learning, we do not need to train for
as many epochs. During training, the network is validated once per epoch, and
automatically stops training if the validation loss stops improving. Stochastic
Gradient Descent with Momentum (SGDM) is employed as the optimization
algorithm. SGDM updates the weights and biases (parameters) by taking small
steps in the direction of the negative gradient of the loss function to minimize
the loss. It updates the parameters using a subset of the data every iteration.

At stages 1 and 2 the resulting fine-tuned networks are tested on images
randomly selected from JAFEE and CK+, respectively, in order to select the
best networks for stages 2 and 3. The final fine-tuned CNN in stage 3 is then
used for classifying the six basic expressions in the testing dataset.

4 Experimental Setup

We employed the JAFEE [17] and Cohn-Kanade-plus (CK+) [13,16] datasets
for training and VT-KFER [2] and 300W [24] datasets for testing.

JAFEE Dataset: It contains 213 posed images of 7 frontal facial expressions
(6 basic facial expressions + neutral) by 10 Japanese female models. All images
are in gray scale.

CK+ Dataset: It includes 4,001 posed images in 593 sequences from 123 sub-
jects. Each sequence includes one of the 6 basic expressions in frontal pose only
and starts with a neutral face. CK+ includes both gray-scale and RGB images.

VT-KFER Dataset: The dataset includes 11,619 posed images of the 6 basic
expressions (plus neutral), in 3 different intensities, captured from 32 subjects
by the Kinect 1.0. The data includes expressions performed in frontal, right, and
left poses, with 4,732 frontal frames and 5,066 non-frontal. In the testing set,
there are 1,005 frontal and 1,062 non-frontal images all in RGB format.

Faces-in-the-Wild (300W): The dataset consists of 300 indoor and 300 out-
door in-the-wild images. It covers a large variation of illumination conditions,
poses, occlusion, and face size. For our experiments, we only selected the faces of
the six basic expressions, happiness, sadness, surprise, disgust, fear, and anger.
A total of 240 images were selected.
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To train the first two stages, we used a holdout cross-validation strategy
where 90% of the JAFEE and CK+ datasets were randomly selected for training
and 10% for testing. To train the third stage on VT-KFER, we used “leave-
p-sequence-out” cross-validation, where 100 − p% (p= 20%) sequences of VT-
KFER were randomly selected for training the fine-tuned model in stage 3 and
the rest for testing. To train the third stage on 300W, we used hold-out cross
validation where 80% of 300W were randomly selected for training and 20% for
testing.

5 Results and Discussion

We compare our proposed approach to the typical TL paradigm [19] and to the
PTL paradigm of [23]. For fairness of comparison, and since we used JAFEE
and CK+ for training our model, we combined JAFEE and CK+ datasets with
the dataset of interest to train the TL model of [19]. For PTL approach in
[23], we used JAFEE and CK+ to fine-tune the model in the first stage while
the dataset of interest is used to fine-tune the model in the second stage. To
prove the generality of our approach, we tested our approach on two challenging
datasets, namely, the VT-KFER and 300W. Experiments were conducted on
frontal, non-frontal, and both frontal and non-frontal expressions in VT-KFER
to compare the effect of the three tested approaches with respect to the pose.

Our experimental results, illustrated in Fig. 6, show that progressive MSPTL
outperforms the typical TL paradigm [19] and the PTL paradigm of [23], espe-
cially for non-frontal poses. See Fig. 7 for example frontal and non-frontal expres-
sions from 300W dataset where our MSPTL outperforms both TL and PTL. In
the frontal pose, MSPTL approach achieved 84.2% vs. 81.2% for TL and 83%
for PTL.

Fig. 6. Accuracy of TL [19] vs. PTL [23] vs. our proposed MSPTL approach tested
on VT-KFER and 300W. Columns in groups 1 to 3 shows the testing results on VT-
KFER when frontal, non-frontal, and both frontal and non-frontal poses were employed,
respectively. The accuracy is based on training on JAFEE, CK+ and VT-KFER and
tested using VT-KFER using leave-p-sequence-out cross validation. Columns in group
4 illustrates the testing results on the 300W dataset. The accuracy is based on training
on JAFEE, CK+ and 300W and tested using 300W using holdout cross validation.
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Fig. 7. Sample testing results of TL, PTL, and MSPTL [Ours] approaches on the
300W dataset. The text describes the predicted expression of each image below it with
corresponding recognition probability.

MSPTL achieved a 62.3% accuracy on non-frontal poses while TL and PTL
have 58.4% and 58.5%, respectively, with increase of around 4% compared to 1%
in the frontal pose case. Overall, on VT-KFER, MSPTL showed better perfor-
mance in all poses data with accuracy of 77.9% compared to 73.5% and 76.6% for
TL and PTL, respectively. The results of experiments with 300W dataset show
the superior performance of our MSPTL approach as well, with 61.7% accuracy
vs. 55.3% obtained with TL, and 59.6% obtained with PTL approach in [23].

Quantitative comparison with the state-of-the-art FER systems tested on all
poses data in VT-KFER is given in Table 1. Although MSPTL is based on 2D data
only, it shows better performance than all other 2D-based and 3D-based FER sys-
tems. It also showed better performance than most of the 2D+3D-based systems
with comparative results to the best 2D+3D-based system proposed in [1].

Table 1. Quantitative comparison with state-of-the-art FER systems tested on VT-
KFER using leave-p-sequence-out cross validation, where p= 20%. Note that our
MSPTL solution outperforms all 2D-only and 3D-only systems. Our approach also
achieved competitive results to the state-of-the-art 2D+3D system [1] although it relied
only on 2D images.

System Modality Leave-p-sequence-out

[3] 3D 49%

[25] 2D 59%

[2] 2D+3D 60%

[26] 2D 67%

[1] 2D+3D 80%

Proposed MSPTL 2D 78%
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6 Conclusion

Although much progress has been made in recent years in the recognition of
human facial expressions, most existing systems perform well only for frontal
head poses. This paper has presented a new FER system that utilizes multi-
stage progressive transfer learning (MSPTL) to classify the six basic expressions
in varying poses, varying intensities, and with partial occlusion. Our MSPTL
approach has led to a performance increase of about 1% and 4% for frontal
and non-frontal head poses in VT-KFER, respectively, and 2% on 300W facial
expressions dataset taken in the wild, as compared to previous transfer learning
approaches. Overall, the system achieved an accuracy of 77.9% on all poses for
the VT-KFER dataset, using leave-p-sequence-out cross validation and 62% on
the 300W dataset using holdout cross validation. These results have surpassed
exiting systems tested on VT-KFER dataset, utilizing 2D or 3D information
only. In addition, the system is either better or almost as good as all published
2D+3D systems.
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