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Abstract. A growing number of business models are based on the collection,
processing and dissemination of personal data. For a free decision about the
disclosure of personal data, the individual concerned needs transparency as
insight into which personal data is collected, processed, passed on to third
parties, for what purposes and for what time (Personal Data Transparency, or
PDT for short). The intention of this paper is to assess theories for research on
PDT. We performed a literature review and explored theories used in research
on PDT. We assessed the selected theories that may be appropriate for exploring
PDT. Such research may build on several theories that open up different per-
spectives and enable various fields of study.
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1 Introduction

An increasing number of business models are based on the collection, processing and
dissemination of personal data [16, 39, 48, 65].

Personal data is defined as “any information relating to an identified or identifiable
natural person” [46]. Personal data may be used for purposes that could harm the data
subject. This threatens the right to informational self-determination [37]. For a free
decision about disclosing personal data, the individual concerned needs transparency.

Transparency requires insight into which personal data is collected, processed,
passed on to third parties, for what purposes and for what time. We call transparency of
personal data processing Personal Data Transparency (or PDT for short). PDT is a
privacy principle and a prerequisite for informational self-determination [22, 46].

Although PDT is demanded by legislators, consumer protection associations, pri-
vacy commissioners and data protection officers to ensure consumers’ privacy [46] and
consumers explicitly ask for transparency [31], findings from several research projects
suggest that enhanced transparency may overstrain consumers [26, 40, 59, 62] and
decrease users’ privacy concerns and risk beliefs [2, 8, 14, 45, 47]. Therefore, enhanced
PDT – originally meant as a means of increasing consumer protection – may indeed
lead to less privacy.
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Theories provide a lens for issues and challenges worthy of scientific research.
They also help to pose interesting research questions and guide the selection of research
methods. Theories are practical because they help to accumulate knowledge and to
integrate findings of different scholars and research projects in a systematic manner
[21]. Our research may support scholars in identifying, assessing, selecting or adapting
theories when exploring PDT.

Research into PDT is a subset of information privacy research. When starting our
research, we were working on the assumption that many scholars who explore PDT
apply theories that are also used in other areas of information privacy research.

The intention of this paper is to assess theories for research on PDT. In particular,
we address the following research questions:

RQ1: Are there theories that can substantially support research in the field of PDT?
RQ2: What are strengths and weaknesses of theories used to investigate PDT?

We followed a two-step approach. First, we performed a literature review to
analyse which theories scholars use when investigating PDT. We based our review on
Rowe’s [49] recommendations for conducting literature reviews. To distinguish con-
ceptual foundations from theories, we drew on Sutton, Staw and Gregor [21, 55]. Then,
we defined criteria that a theory appropriate for exploring PDT should cover. We used
these criteria for assessing the selected theories.

2 Theories Used in PDT-Research

2.1 Literature Review

For identifying theories appropriate for exploring PDT, we focused on papers pub-
lished between 2000 and 2017 and queried the following databases: ACM Digital
Library, AIS Electronic Library, EBSCO, Elsevier ScienceDirect, IEEE Xplore Digital
Library, INFORMS PubsOnline, SpringerLink and Web of Science.

We searched titles, abstracts and keywords with the following search term:
(transparent OR transparency) AND (privacy OR personal data OR personal infor-
mation). Our focus was on journal articles, conference proceedings and book chapters
written in English. By reading article titles, abstracts and introductions, we identified
and selected papers for further review. We conducted backward and forward searches,
following Webster and Watson [64]. We identified 157 papers relevant to PDT. Within
these articles, we searched for “theor*” in the full texts of the papers which led to 42
papers for in-depth review. We read relevant passages, in particular theoretical and
conceptual foundations. Subsequently, we identified and analysed the original sources
of the theories quoted in the papers. Theories quoted in only one of the 42 papers or
theories that refer to contexts not directly relevant for the purpose of our research (such
as the Theory of Cryptography) were excluded. We included 21 papers in the final
selection. Several authors base their research not only on one theory, but combine
different theories into a new research construct. Papers that we considered relevant in
this context, were assigned to the theory that was predominantly used in the respective
papers.
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Table 1 gives an overview of theories identified in our study, the original sources
and the papers that apply – or at least quote – these theories (Table 1).

Table 1. Theories used in research on PDT

Theories Sources explaining the theories Sources applying the theories

Agency Theory
Signaling Theory

Eisenhardt [15], Spence [53] Greenaway et al. [19],
Monteleone [36], Pollach [44]

Theory of Reasoned
Action (TRA), Theory of
Planned Behavior (TPB)

Ajzen and Fishbein [4], Ajzen
and Fishbein [3]

Awad and Krishnan [6],
Cabinakova et al. [9], Kowatsch
and Maass [31]

Technology Acceptance
Model (TAM)

Davis [11] Cabinakova et al. [9], Kowatsch
and Maass [31], Zhang and Xu
[66]

Theory of Bounded
Rationality

Simon [51, 52] Acquisti et al. [1], Adjerid et al.
[2], Brandimarte et al. [8],
Monteleone [36], Zhang and Xu
[66]

Prospect Theory Tversky and Kahneman [60, 61],
Kahneman and Tversky [29]

Acquisti et al. [1], Adjerid et al.
[2], Monteleone [36], Walker
[62]

Information Boundary
Theory (IBT)
Communication Privacy
Management Theory
(CMPT)

Altmann [5]
Petronio [42, 43]

Dinev et al. [14], Hauff et al.
[24], Karwatzki et al. [30], Rader
[47], Stutzman et al. [54]

Restricted
Access/Limited Control
Theory of Privacy
(RALC)

Tavani and Moor [58], Tavani
[56, 57]

Brandimarte et al. [8], Pardo and
Siemens [41]

Theory of Contextual
Integrity

Nissenbaum [38–40], Barth
et al. [7]

Hildén [27], Ifenthaler and
Schumacher [28], Tene and
Polonetsky [59]

Procedural Fairness
Theory/Procedural
Justice (adapted to
privacy)

Greenberg [20], Lind and Tyler
[34], Culnan and Armstrong [10]

Cabinakova et al. [9], Dinev
et al. [12, 14], Greenaway et al.
[19], Hauff et al. [24], Karwatzki
et al. [30], Pollach [44]

Social Contract Theory
(adapted to privacy)
Privacy Calculus
Extended Privacy
Calculus
Dual Calculus

Milne and Gordon [35], Laufer
and Wolfe [32], Culnan and
Armstrong [10], Dinev and Hart
[13], Li [33]

Awad and Krishnan [6],
Cabinakova et al. [9], Dinev
et al. [12, 14], Greenaway et al.
[19], Kowatsch and Maass [31]

Utility-maximization
Theory (adapted to
privacy)

Rust [50] Awad and Krishnan [6],
Kowatsch and Maass [31]
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2.2 Assessing Theories

In our literature review, we identified authors referring to established theories and
concepts from other disciplines such as psychology, sociology and economics. Other
authors, mostly engaged in design research, refer to concepts from information systems
and computer science. Several authors draw on privacy theories. In the selected papers
mentioned in Table 1, authors exploring PDT either use general theories or privacy
theories or general theories that have been contextualized and adapted to the privacy
sphere. We call a theory a general theory when it is highly abstract and separate from
specific application areas. Privacy theories are theories that were developed solely for
exploring privacy. None of the authors identified in our literature review has developed
a specific theory for PDT or has drawn on a native PDT theory.

We use the following questions to assess the theories:

1. Does the theory address information privacy?
2. Have scholars adapted the theory for privacy research?
3. Does the theory cover aspects that may be relevant for the study of PDT?
4. Which aspects of PDT are or can be considered when using the theory?

Table 2 provides answers to questions 1 to 3.

Table 2. Assessment of theories (Questions 1 to 3)

Theory 1. Information
privacy theory?

2. Adaption to
privacy research?

3. Aspects of
PDT considered?

Agency Theory
Signaling Theory

No Yes [19] Yes

Theory of Reasoned Action (TRA), Theory of
Planned Behavior (TPB)

No Partly used for
studying privacy
decision-making

Yes

Technology Acceptance Model No Yes, adapted in
[9, 31, 66]

Yes [9, 31]

Theory of Bounded Rationality No Partly used for
studying privacy
decision-making

No

Prospect Theory No Partly used for
studying privacy
decision-making

No

Information Boundary Theory (IBT),
Communication Privacy Management Theory
(CMPT)

Yes - Yes [24, 30,
47, 54]

Restricted Access/Limited Control Theory of
Privacy (RALC)

Yes - No

Theory of Contextual Integrity Yes - Yes
Procedural Fairness Theory/Procedural Justice
(adapted to privacy)

Yes - Yes [19]

Social Contract Theory (adapted to privacy),
Privacy Calculus, Extended Privacy Calculus,
Dual Calculus

Yes - Yes [6, 14]

Utility-maximization Theory (adapted to
privacy)

Yes - Yes [6, 14]
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For answering question 4, we draw on the following characterization of
transparency:

“Transparency aims at an adequate level of clarity of the processes in privacy-relevant data
processing so that the collection, processing and use of the information can be understood and
reconstructed at any time. Further, it is important that all parties involved can comprehend the
legal, technical, and organizational conditions setting the scope for this processing. This
information has to be available before, during and after the processing takes place. Thus,
transparency has to cover not only the actual processing, but also the planned processing (ex-
ante transparency) and the time after the processing has taken place to know what exactly
happened (ex-post transparency).” [23]

Based on this characterization, a theory for describing, analysing, explaining or
predicting PDT should address at least one of the following questions:

(a) Does the theory address supply of information about collection, processing, use
or dissemination of personal data?

(b) Which parties involved in processing personal data does the theory address?
(c) Is the focus of the theory on the process of providing information or on indi-

vidual traits of data subjects (e.g. intention, decision-making or behaviour)?
(d) Does the theory deal with the point in time at which information is made

available?

We regard the data subject as the producer and owner of the personal data on the
one hand and the data controller as the representative for all parties involved in the
collection, processing, use and distribution on the other hand. In this context, the data
subject is “an identified or identifiable natural person” [46], whose personal data is
provided to a data controller as a “natural or legal person, public authority, agency or
other body which, alone or jointly with others, determines the purposes and means of
the processing of personal data” [46]. Other parties involved can be the data processor
that processes the personal data on behalf of the controller, recipients of the personal
data and third parties. Transparency-enhancing information about data protection
measures taken by the controller is also relevant for supervising authorities and con-
sumer protection associations. We have shown this in Fig. 1. In the following text
however, we focus on data subjects and data controllers and abstract from supervisory
authorities.

Personal Data

Supervisory authorities: 
data protection officers, data protection commissioners, 

consumer protection associations

Transparency-enhancing information
Data controller and…

• processors 
• recipients of personal 

data 
• third parties

Data Subject

Synonyms:
• user 
• data owner
• customer 
• individual  

concerned 

PDT v

Fig. 1. Parties involved
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In the following sections, we discuss which aspects of PDT are considered by the
selected theories. A brief characterization of the theories is included. Core concepts are
marked in italics. The characters in brackets refer to the questions (a) to (d) mentioned
above.

Agency Theory, Information Asymmetry and Signaling Theory
Agency Theory describes principal-agent relationships in transactions with informa-
tion asymmetries [15]. Signaling Theory addresses options to reduce information
asymmetry by screening (the principal monitors the agent) or signaling (the agent
provides information to the principal) [53].

Agency Theory, Information Asymmetry and Signaling Theory are economic
theories. These theories can be applied in the data protection/privacy context. Green-
away et al. [19] developed a “Company information privacy orientation framework”
based on several theories, including Agency Theory. A lack of PDT for a user as the
principal can be considered as an information asymmetry. In this case, screening (e.g.
the user as the data subject monitors the company as the data controller with a
transparency-enhancing tool) or signaling (the data controller provides information for
understanding collection, processing and use of personal data) are opportunities to
reduce information asymmetries (a). The parties involved are the data subject as the
principal and the data controller as the agent (b). The focus of Agency Theory is on
information asymmetry and exchange and not on individual traits of principal or agent.
The relationship between principal and agent and the exchange of transparency-
enhancing information can be investigated (c). The time of information availability is
irrelevant in this context (d).

Theory of Reasoned Action (TRA), Theory of Planned Behavior (TPB), Reasoned
Action Approach (RAA)
The TRA by Ajzen and Fishbein [4] and the TPB by Ajzen and Fishbein [3] are two
classical behavioural theories from psychology. They aim to explore the effect of
attitudes and subjective norms on behaviour intention and behaviour. TPB also con-
siders perceived behaviour control. In 2010, Fishbein and Ajzen released a joint theory
named the Reasoned Action Approach which aims at “predicting and changing social
behaviour” [17]. This approach extends TRA and TPB. Attitude, perceived norm and
perceived behaviour control are influenced by the individual beliefs (behavioural
beliefs, normative beliefs and control beliefs). These beliefs are based on background
factors: individual factors (e.g. personality and past behaviour), social factors (e.g.
education, age, gender, culture) and information factors (knowledge, media, inter-
vention). Intention and behaviour are moderated by actual control (skills, abilities,
environment). These theories are an important basis for the development of further,
adapted theories, e.g. the Technology Acceptance Model.

TRA, TPB and RAA are general theories focussing on human behaviour and not on
PDT. Several papers included in our review use one of these theories or elements
thereof [6, 9, 31]. In RAA, actual control moderates individual intention and behaviour.
With a theory based on RAA, disclosing personal data can be studied by specifying
actual control with transparency-enhancing measures. These measures provide infor-
mation about collection, processing, use or dissemination of personal data (a). The
focus is on the data subject (b) and her/his data disclosure behaviour (c). For actual
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control, the time when transparency-enhancing measures are available is of particular
interest as only information provided before or during disclosure of personal data
enables a well-informed decision about disclosing, i.e. actual control (d).

Technology Acceptance Model (TAM)
The Technology Acceptance Model (TAM) was developed on the basis of TRA by
Davis [11] as an instrument for evaluating the acceptance of information technologies.
Users’ perceived usefulness and perceived ease of use determine behavioural intention
to use and actual system use.

TAM was not specifically designed for exploring privacy, but it was adapted for
evaluating acceptance of transparency-enhancing tools, e.g. in [9, 31, 66]. Cabinakova
et al. [9] base their empirical analysis on TAM, TPB and the Privacy Calculus. They
studied how information about personal data processing presented by the Google
dashboard influences trust in the dashboard and in the dashboard provider, Google (a).
Data subject (service user) and data controller (dashboard provider) are addressed by
the theory (b). The focus lies on individual behaviour intention (c). The time of
information availability is not taken into account (d). Kowatsch and Maass [31] draw
on TAM, Utility-maximization Theory and Extended Privacy Calculus for exploring
usage intentions and individuals’ willingness to provide personal information to
Internet of Things services. Survey participants were asked about their expectations on
being informed about personal data usage (a). The focus lies on the opinion of potential
users of the Internet of Things services (b). The authors studied participants’ expec-
tations but they did not explore how transparency affects planned usage of Internet of
Things services (c). Participants were asked whether they prefer to be informed every
time personal data is used or only the first time (d).

Theory of Bounded Rationality
Unlike Agency Theory, TRA, TPB and RAA, which consider human decisions to be
rational, the Theory of Bounded Rationality assumes limited rationality. Cognitive
limitations, time constraints and environmental factors influence human decisions.
Instead of striving to achieve an optimum, individuals try to reach satisfactory levels.
The individual uses heuristics in decision-making to deal with a complex situation [51].

In the privacy context, the Theory of Bounded Rationality has been used to
describe the issue of people not understanding the consequences of personal data
disclosure [8, 66] and of information overload as potential inhibitor of disclosing
personal data [36]. The theory does not address supply of information about collection,
processing, use or dissemination of personal data (a). The focus lies on individual traits
of data subjects, i.e. decision-making behaviour (b, c). As the time when information is
made available may affect decision-making, this theory is appropriate for describing
how and when PDT should be provided in the context of bounded rationality (d).

Prospect Theory
Another behavioural aspect in decision-making is considered in Prospect Theory.
Prospect Theory explores decision-making under risk when an individual selects from
probabilistic alternatives. The losses and gains of this process seem to be more
important than the final outcome, leading to a risk-avoiding behaviour [29, 60, 61].
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Prospect Theory in privacy research can be used to explore the decision-making
process of individuals who consider disclosing personal data. PDT, however is not in
the focus of the theory (a). In studies of privacy behaviour based on Prospect Theory,
“biases in judgements” [60] and the heuristics that data subjects use for decision-
making are of interest (b, c). The theory does not explicitly deal with the time when
information is made available for transparency reasons (d).

Information Boundary Theory (IBT), Communication Privacy Management
Theory (CMPT)
Theoretical contributions to privacy date back to Warren and Brandeis [63] stressing
the “right to be left alone”. In the Information Boundary Theory (IBT, also called
Privacy Regulation Theory), Altman [5] discusses privacy as a dynamic process of
boundary regulation and a “selective control of access to the self or to one’s group”.
Altman states five properties of IBT: Temporal dynamic process of interpersonal
boundary, desired and actual levels of privacy, non-monotonic function of privacy, bi-
directional nature of privacy, two levels of privacy (individual and group privacy) [5].

Petronio [43] integrated these concepts into the CPMT and shifted Altman’s theory
into virtual space. Private boundaries separate private and public information. Sharing
private information leads to a collective boundary, including the individual and the
group with which the information was shared. For the individual, it is important to
know the communication context for deciding about personal data disclosure. She or he
creates a set of rules for the disclosure decision, for example ‘I always share my party
pictures with my friends, but not with my employer’. The rules are based on five
criteria: two core criteria (cultural and gender) and three catalyst criteria (context,
motivation, and risk/benefit ratio) [43].

Applying IBT, Hauff et al. [24] investigate the disposition to value privacy in the
context of personalized services. According to IBT, situational factors moderate a
person’s privacy concerns and risk assessment. “Situation factors represent the degree
of personalization and transparency offered to a customer.” [24]. The theory does not
specifically address supply of transparency-enhancing information. However, the
degree of PDT may influence individual information boundaries (a). Hauff et al. [24]
explore disclosure behaviour of data subjects (b) as a function of enhanced or reduced
PDT in service personalisation (c). The time of providing information to service users
is not explicitly considered (d). Other examples of applying components of IBT and
CMPT are described by Karwatzki et al. [30], Rader [47] and Stutzmann et al. [54].

Recently proposed privacy theories are more involved with the idea of data pro-
tection. The RALC Theory by Tavani and Moor [58] and Nissenbaum’s Theory of
Contextual Integrity [38–40] are two of them [25].

Restricted Access/Limited Control Theory of Privacy (RALC)
The Restricted Access/Limited Control Theory of Privacy (RALC) by Tavani and
Moor [58] seeks to join limitation and control as two concepts of former privacy
theories and to lay a foundation for further privacy theories [25, 58]. Tavani [56, 57]
distinguishes between restricted access theories, control theories and restricted
access/limited control theories (RALC) of privacy [18]. In the first set of theories,
privacy is ensured by restricting access to personal data. Control theories place greater
emphasis on the individual. They perceive privacy as control and self-determination of
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data subjects over information about themselves. The RALC theory combines both
approaches. Restricted access refers to a sphere that protects individuals from privacy
intrusions. Limited control refers to management of privacy that enables consumers to
grant different levels of access and different usage rights of personal data to different
data controllers in different contexts [18, 57].

The theory does not explicitly address the supply of transparency enhancing
information (a). The focus is on privacy management of the individual data subject (b).
Providing information on personal data processing is a way to support privacy man-
agement (c). The time of providing information is not addressed in the theory (d).

Theory of Contextual Integrity
Nissenbaum’s Theory of Contextual Integrity frames privacy in terms of personal
information flows. She calls for not simply restricting the flow of personal information
but ensuring that it flows appropriately. She introduces the framework of contextual
integrity for determining appropriateness. The framework includes factors determining
when people will perceive information technologies and systems as threats to privacy.
It helps to predict how people will react to such systems [38–41]. Barth et al. for-
malized essential elements of contextual integrity in a framework to support technical
implementation of data protection requirements [7].

In her paper “A Contextual Approach to Privacy Online” [40], Nissenbaum
maintains that the so-called notice-and-consent (or transparency-and-choice) approach
has failed. She defines transparency as “conveying information handling practices in
ways that are relevant and meaningful to the choices individuals must make” [40]. She
claims that in most contexts data subjects are either provided with too little or too much
or to detailed information and thus cannot easily make informed decisions (a, b). The
focus of the theory is on providing appropriate information on personal information
flows. Since the question of what is appropriate also depends on personal character-
istics of the data subjects, these are also taken into account. In a broader sense, the
appropriateness of transparency-enhancing information for supervising authorities can
be considered, too (c). The time at which information is made available is not explicitly
addressed in the Theory of Contextual Integrity. However, time is an essential element
of appropriate information on personal information flows (d).

Procedural Fairness Theory/Procedural Justice
The Procedural Fairness Theory, also known as procedural justice, deals with the
perception of individuals whether a procedure is fair and complies with specified rules.
[20, 34]. The Procedural Fairness Theory was adapted to privacy by Culnan and
Armstrong. When a company’s privacy practices are considered questionable and
customers suspect misuse of their personal data, they feel being treated unfairly and are
unwilling to disclose additional personal data [10].

The adaption of Procedural Fairness Theory to privacy is used by Greenaway et al.
[19] in their “Company information privacy orientation (CIPO) framework”. They also
build on Agency Theory and the Privacy Calculus. The authors use two dimensions to
distinguish four company information privacy orientations: (1) control “as a way to
differentiate how and the extent to which organisations offer their customers the ability
to make choices about how their information is collected, used and reused” (p. 584) and
(2) procedural justice which “emphasises the extent to which organisations offer
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transparency to their customers” (p. 584). The second dimension addresses supplying
information on personal data processing to customers (a). The parties involved are the
costumer as data subject and the company as data controller (b). The CIPO-Framework
is a strategy model that focuses on providing information to customers (c). The authors
did not examine the point in time when transparency-enhancing information is pre-
sented (d).

Social Contract Theory, Privacy Calculus, Extended Privacy Calculus, Dual
Calculus, Utility-maximization Theory
The Social Contract Theory was adapted to the privacy context by Milne and Gordon
[35]. It assumes that disclosing personal data to an organisation can be regarded as a
social exchange besides the economic exchange. The resulting social contract is
considered fair by the data subject if she/he retains control over her/his data. The
cost/benefit analysis a consumer as data subject makes in entering the social contract
leads to a decision about disclosing personal data. This calculus of behavior by Laufer
and Wolfe [32] later was called Privacy Calculus [10]. Adapted to e-commerce
transactions, Dinev and Hart developed the Extended Privacy Calculus [13]. Li
proposed an integrated framework named Dual Calculus based on the Privacy Cal-
culus and taking a Risk Calculus into account [33].

Utility-maximization Theory is based on economic exchange theories. Applied to
privacy, it assesses how the overall benefit or satisfaction of a person in terms of data
protection can be maximised. The decision to disclose personal data is a function of
the difference between expected benefits (e.g. personalised services) and expected costs
(e.g. privacy losses). Individuals strive for achieving an appropriate optimum [50]. This
utility function is usually referred to as Privacy Calculus [33].

Social Contract Theory, Privacy Calculus, Extended Privacy Calculus, Dual Cal-
culus and Utility-maximization Theory are closely connected to each other. Several
authors combine two or more of these theories in information privacy research. For this
reason, we assess these theories together using the following examples.

Awad and Krishnan [6] use the Utility-maximization Theory and the Privacy
Calculus to explore the “relationship between information transparency and consumer
willingness to partake in personalization” [6] (a). The authors concentrate on utility
functions of data subjects (b). Awad and Krishnan [6] consider providing information
and individual traits of data subjects. They focus on the effect of privacy concerns,
former privacy invasion experiences and other factors on the importance of information
transparency and willingness to be profiled online (c). The time of information
availability is not taken into account (d).

Dinev et al. [14] build their research on the Privacy Calculus and Procedural
Fairness Theory. They study the effect of “importance of information transparency”
(defined as in [6]) and “regulatory expectations” (data protection provisions) on per-
ceived risk. The theoretical framework takes the importance of PDT into account (a),
concentrating on the individual’s behaviour (b, c) but not on the time of information
availability (d).
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3 Conclusion

In our study, we have found that 42 out of 157 papers, i.e. only about a quarter,
mention a theory. Yet, our literature review has revealed several theories that scholars
have used to explore PDT. Some authors base their research not only on one theory, but
combine different theories into a new research construct. None of the authors identified
in our literature review has developed a specific theory for PDT or has drawn on a
native PDT theory. Although PDT has evolved to a considerable research topic within
information privacy research, no native PDT theory seems to have emerged yet.
Nevertheless, our assessment shows that there are several theories that can substantially
support research into PDT. We have identified papers referring to established theories
from other disciplines such as psychology, sociology, economics, information systems
and computer science, e.g. Agency Theory, Information Asymmetry and Signaling
Theory, the Theory of Reasoned Action (TRA), the Theory of Planned Behavior
(TPB), the Reasoned Action Approach, the Technology Acceptance Model, the Theory
of Bounded Rationality, Prospect Theory, the Procedural Fairness or Procedural Justice
Theory, Social Contract Theory and Utility-maximization Theory. Several authors
draw on privacy theories as theoretical foundation, e.g. Information Boundary Theory
(IBT), Communication Privacy Management Theory (CMPT), the Restricted
Access/Limited Control Theory of Privacy (RALC), the Privacy Calculus, the Exten-
ded Privacy Calculus and the Dual Calculus or the Theory of Contextual Integrity
(RQ1).

From a characterization of PDT we have deduced the following requirements that a
theory for exploring PDT should address:

• supply of information about collection, processing, use or dissemination of personal
data,

• data subjects and data controllers,
• the process of providing information or individual traits of data subjects, and
• the point in time at which information is made available.

Supply of information about collection, processing, use or dissemination of per-
sonal data is addressed by all theories with the exception of the Theory of Bounded
Rationality, Prospect Theory and the Restricted Access/Limited Control Theory of
Privacy (RALC).

Most theories focus on data subjects only. In the context of PDT, these theories
help to explore which forms of PDT result in which disclosure willingness or actual
disclosure of personal data. It is noticeable that the vast majority of the theories do not
even consider other parties involved. However, an appropriate theory of PDT would
take into account not only the data subject but data controllers, data processors, third
parties and supervising authorities, since they must at least be involved in providing
PDT. Agency Theory, Information Asymmetry, Signaling Theory, the Theory of
Contextual Integrity and the “Company information privacy orientation framework”
introduced by Greenaway et al. [19] could provide clues for further research in this
area.
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The process of providing information about collection, processing, use or dis-
semination of personal data from the data controller to the data subject is addressed by
Agency Theory, Information Asymmetry and Signaling Theory, Information Boundary
Theory (IBT), Communication Privacy Management Theory (CMPT), the Restricted
Access/Limited Control Theory of Privacy (RALC), the Theory of Contextual Integ-
rity, the Procedural Fairness Theory/Procedural Justice and the research approach by
Awad and Krishnan [6]. All the other theories focus on individual traits of data
subjects.

The point in time at which information is made available by the data controller to
data subjects is addressed by only very few theories, namely, the Reasoned Action
Approach (RAA), the Theory of Bounded Rationality, and the Theory of Contextual
Integrity.

It is also striking that previous research has mainly taken ex-post and ex-ante
transparency into account. In this context Adjerid et al. point out “the need to expand
the concept of transparency to … making … privacy risks salient and readily available
to consumers when they most require them, at the point of disclosure” [2]. Adjerid et al.
refer here to an aspect of transparency that we call real-time transparency, i.e. PDT at
the time of the decision to disclose personal data. This facet of PDT is probably
particularly interesting. However, it has been neglected in previous research and,
unfortunately, we have not identified a single theory that could support research in this
area (RQ 2).

Only few theories address potential drawbacks of PDT, i.e. the presumption that
enhanced PDT may lead to less information privacy. Nissenbaum has explicitly
addressed this issue [40] and presented the Theory of Contextual Integrity that may
help to further explore this challenge for information privacy research and practice.

Our assessment provides an overview of theories that are used in the context of
PDT. However, we do not claim that our study is comprehensive. We have only
included papers in our research that explicitly explore PDT and label research foun-
dations with the string “theor*”. Our study is based on the assumption that a theory is
present when the author of the paper in question uses the term “theory”. However, the
concept of theory is ambiguous and ambivalent. Therefore, we may have included
constructs that are not considered theories in some research disciplines. Furthermore,
we have excluded some theories from our study which, in our opinion, do not fit into
our research context. Some of these theories, e.g. the Theory of Cryptography, may be
relevant for privacy research but not for research into PDT.

Scholars from a wide range of scientific disciplines, e.g. computer science, infor-
mation systems, privacy, law and media science, have contributed to exploring PDT.
Consequently, PDT can most likely not be explored on the basis of a single theory
alone. However, research on PDT may build on several theories that open up different
perspectives and enable various fields of study.
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