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7
Putting the Framework to Operation: 
Enabling Organizational Development 

Through Learning

This chapter picks up the framework developed in Chap. 6 and shows 
how it can be put to operation using instruments that have been success-
fully deployed in practice (cf. Chap. 8). These instruments enable articu-
lation and alignment of work process knowledge, allow its representation 
and transfer within organizations, and facilitate acting on these represen-
tations for validation and implementation in diverse organizational set-
tings. We here adopt the organizational learning perspective, already 
proposed in Chap. 1, and situate the presented instruments along a 
multi-perspective learning chain informed by the components of the 
framework presented in Chap. 6. This allows us to offer an integrated 
view in Sect. 7.5, which shows how the framework can be instantiated in 
organizational practice.

Organizational learning comprises learning on two layers:

	1.	 Individual level
	2.	Collective level within an organization (e.g., CoP) or beyond (e.g., 

company network)
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According to the Knowledge Lifecycle (KLC) (Firestone and McElroy 
2005), it also can occur within running business operation and beyond. 
However, learning outputs need to become concrete and visible, in par-
ticular when implemented in the business operation. Single loops target 
towards an envisioned optimum of operational procedures, for example, 
zero-tolerance with respect to quality of products. Learning is thus related 
to business processes and their management. Learning is less concrete 
when questioning assumptions and background of business operations. 
Double loops allow claiming and evaluating change proposals that could 
affect business operation. Deutero-learning reflects double-loop learning. 
It structures reflection on operation and learning procedures (knowledge 
processing), keeping multiple levels of development activities apart with 
dedicated point of coupling, triggering redesign of processes (Table 7.1).

With respect to handling knowledge according to an organizational 
learning architecture (see earlier in the chapter), reflection, referring to 
as-the-organization-is, and some prospective organization of work need 
to be supported and may occur intertwined. Hence, stakeholders need to 
be able to

•	 Express themselves in terms what they know, in order to document 
starting points of change

•	 Reflect on articulated knowledge, either alone, with peers, or 
other groups

•	 Represent and manipulate codified knowledge, forming baselines for 
further steps

•	 Store to avoid loss of information and process know-how 
(‘again-invented-here’)

•	 Process knowledge to evaluate or establish adjunct or resulting opera-
tional procedures

•	 Share knowledge by distributing content to put it to operation

Summing up, the development of support (chains of ) technologies or 
enablers is a multi-dimensional endeavor, as it needs to address

•	 individual/group learning
•	 single/double/deutero-loop learning

  S. Oppl and C. Stary
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•	 cognitive (content, domain)/social processes
•	 knowledge elicitation, representation, visualization, presentation and 

communication, sharing, processing

Support technologies require respective features, may stem from differ-
ent kinds of applications:

•	 articulation, elicitation, elaboration/modeling tools
•	 content management systems
•	 social media
•	 business process management suites
•	 CSCW systems

Support technologies are of different kinds, with respect to mobility 
and chaining:

•	 Stationary/mobile
•	 Articulation—learning—processing

Support for explication, exploration, and distribution should capture 
both, scenarios for individual and collaborate development and 
deployment:

•	 In-situ scaffolding during operative work processes (what can I 
do now/next)

–– based on previous own task implementations
–– based on others’ task implementations

•	 Learning from other actors who previously took the same role in a task 
bundle or are experts in the area during operative work processes or in 
knowledge integration (whom can I ask)

•	 Reflection on previous own and others’ task implementations as a part 
of problem claim identification and knowledge production (what 
have we done)

  S. Oppl and C. Stary
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–– individually
–– as a group

•	 Aligning with other actors who take other roles in a task bundles dur-
ing knowledge integration (how can we work)

These requirements can be methodologically and technically 
approached using instruments for self-directed learning. In the following, 
we revisit the set of tools described throughout the former chapters and 
put them into mutual context using the framework developed above.

7.1	� Sample Actor-Centric Tool Support 
for Articulation and Elicitation

The aim of the articulation and elicitation phase is to methodologically 
and technically allow for modeling of organizational phenomena when-
ever the need arises, especially of that directly situated in the actual work 
context. The approach exemplified here follows a physical card placement 
paradigm, for example, as proposed for structure elaboration techniques 
in the field of mental model externalization and alignment (Dann 1992) 
and, for example, adopted in the field of BPM by Luebbe and Weske 
(2011). The semantics of the used cards as well as their spatial arrange-
ment is predetermined to be interpretable as actor-centric, communication-
oriented business processes.

A modeling approach, which serves the goal of capturing a compre-
hensive representation of the overall business process, needs to take into 
account all individual contributions and facilitate identifying and mak-
ing visible different mental models of how the collaborative aspects are 
performed (Fischer and Mandl 2005). In order to be able to identify 
different perceptions of how collaborative work is carried out, the indi-
vidual mental models of the collaborating contributors need to be made 
accessible for alignment (Engelmann and Hesse 2010). Consequently, an 
approach for collaborative modeling of work should profit from a stage 
during which the participants individually externalize their mental model 
of the business process in the form of a conceptual model.

  Putting the Framework to Operation: Enabling Organizational… 
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The results of these individual modeling activities provide a founda-
tion for argumentative co-construction of a shared understanding about 
the business process. Argumentative co-construction can again be facili-
tated by conceptual models that serve as a shared artifact (Fischer and 
Mandl 2005). A conceptual modeling approach supporting this process 
should allow expressing individual claims and collaboratively putting 
them in the context of other claims for referral in the argumentative chain.

7.1.1	� Comprehand Cards

Comprehand Cards (Oppl 2017; Oppl et al. 2017) enable creating models 
of work without the need for any dedicated technical infrastructure. The 
aim of this component is to allow for collaborative modeling whenever 
the need arises, especially of that which is directly situated in the actual 
work context. The Comprehand Cards approach (cf. Fig. 7.1) follows a 
physical card placement paradigm, for example, as proposed for structure 
elaboration techniques in the field of mental model externalization and 
alignment (Dann 1992). The semantics of the different card types is 

Fig. 7.1  Sample model created with modeling cards

  S. Oppl and C. Stary
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determined by the use case they are deployed in—the system can be used 
for semantically open modeling (e.g., for concept mapping) as well as 
procedural modeling adhering fixed semantics as described in Sect. 5.1. 
What sets apart Comprehand Cards from other physical card modeling 
approaches (e.g., Decker and Weske 2009) is an additional software com-
ponent, which allows extracting the conceptual model from any picture 
taken of the card-based model. The model extraction algorithms recog-
nize concepts (i.e., cards), concept types (i.e., card types), and relation-
ships between concepts (i.e., connections drawn between cards). Labels 
written on cards or besides connections are also extracted and provided as 
scaled and rectified images.

The recognition engine is designed to be used with pictures taken by 
smartphone cameras without any strict constraints on image angles and 
lighting conditions (Oppl et al. 2017). Pictures of a model are uploaded 
to an online platform that acts as a front-end for model extraction. If a 
model is too large to be depicted on one image in sufficient detail, mul-
tiple pictures covering distinct but overlapping areas of the model can be 
uploaded, which are then automatically processed by the system to 
improve recognition quality. For recognition of the cards, an adapted ver-
sion of ReacTIVision (Kaltenbrunner and Bencina 2007) is used. All 
cards thus bear optical markers that make them uniquely identifiable by 
the system. Connections are traced using image recognition algorithms 
adapted from the study by Jiang et al. (2011). The extracted model infor-
mation is represented in a configurable XML-based format that allows 
for further processing of the model in any compatible tool (cf. next 
sections).

7.1.2	� Comprehand Table

The Comprehand modeling table (Oppl 2006; Oppl and Stary 2009; Oppl 
and Rothschädl 2014) is an interactive collaborative modeling environ-
ment that used graspable modeling elements to support externalization 
activities and to allow for equal access to the model for multiple modelers 
at the same time. The Comprehand Table aims at supporting in-depth, 
potentially controversial, modeling situations, where the need for flexibly 
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altering the model conflicts with the constraints of card-based models and 
their hand-drawn, hardly changeable connections. The table (cf. Fig. 7.2) 
thus focuses on features supporting the modeling process, such as easy con-
nection creation and deletion, altering the model layout without changing 
its conceptual structure, and tracking the modeling history, thus allowing 
to revert the modeling process to earlier stages. A detailed description of the 
features and their mode of operation is provided in Oppl and Stary (2014).

Technologically, the modeling table is an implementation of a tangible 
tabletop interface (Ishii and Ullmer 1997) that uses back-projection on 
the table surface to blend the physical modeling elements with digital 
information. Tangible interfaces (Ishii and Ullmer 1997) are an approach 

Fig. 7.2  Comprehand Table overview (top-left: interaction on table surface; top-
right: modeling tokens with projected connections; bottom: schematic bird’s eye 
view of tabletop)

  S. Oppl and C. Stary
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to HCI that aims at bridging the gap between artifacts in the physical 
world and digital information conceptually belonging to those artifacts. 
Information augments the physical artifacts, is accessible through them, 
and can also be manipulated directly using the artifacts. These properties 
make tangible interfaces a candidate for integration of the superficially 
opposing requirements of physical immediacy and computer support 
during externalization of mental models.

Tangible interfaces are not only favorable from an externalization 
point of view. Previous research has shown that tangible interfaces also 
facilitate cooperation (Hornecker 2001) and learning (Resnick et  al. 
1998; Zuckerman et al. 2005). Hornecker (2001) examines the effects of 
tangible interfaces on human cooperation (with a focus on tabletop inter-
face, which are built upon a common physical surface used for interac-
tion with the system). Based on a review of existing literature and 
validated empirically, she identifies four social effects of tangible inter-
faces that facilitate cooperation: they act as enabler for (1) intuitive and 
simultaneous manipulation, (2) focusing, (3) awareness of gestures and 
performatives of actions, and (4) are facilitator for externalization and 
role as boundary object. Regarding effect 1, Hornecker (2004) claims 
that tangible interfaces lower the barrier for initial usage and allow for 
performing the actual task of coordination instead of investing effort in 
handling the tool. Tangible interfaces are also claimed to facilitate focusing 
on the topic of coordination for all involved individuals (effect 2) by 
making the physical representation a spatially focal point of interaction 
and in this way, creating a transactional space. The co-located setting 
around the interface also facilitates communication of non-verbal signals 
and performatives of actions of other individuals (effect 3). The physical 
representation also enriches communication beyond verbal expression, 
for example, by allowing gestural referencing of aspects of the shared 
information. Finally, the physically shared representation acts as a bound-
ary object, providing an anchor for the development of shared under-
standing among the involved individuals (effect 4).

Comprehand has been implemented using an interactive table and 
uses physical tokens for cooperative structure elaboration. The semi-
transparent table surface is back-projected from below to display addi-
tional information like connections or captions (cf. Fig.  7.2, bottom 
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image). Labels of modeling elements as well as connections between them 
are part of the projected information, which allows for easy rearrange-
ment of models. The recognition of modeling elements and manipula-
tion tools (such as a connection removal tool) is again based upon the 
ReacTIVision system (Kaltenbrunner and Bencina 2007), which makes 
the Comprehand Table compatible to the Comprehand Cards system in 
terms of recognizable model elements. While the cards could be used on 
the table, the standard configuration uses 3D modeling blocks, which are 
graspable more easily and additionally can be opened physically to embed 
smaller modeling elements that can be bound to additional contextual 
work information, such as documents, forms, or other, already existing 
models. This approach allows mutually linking models, and more explic-
itly situates them in their context of work.

Interaction with the system has been designed based upon real-world 
activity metaphors (Fishkin 2004), which improve learnability of the 
interaction with the system (Oppl and Stary 2011). The interaction fea-
tures are described in more detail in the following:

User-defined representational semantics. Models of individual percep-
tions of work have to allow arbitrary model element types to avoid mis-
representation (Oppl 2018) or loss of information due to lacking support 
of what people want to express (Goguen 1993; Sarini and Simone 2002). 
Typically, the semantics of a representation also evolves in the course of 
identifying/putting nodes on the tabletop and creating links. As more 
than one person may be part of a mapping session, essential nodes and 
relations can be shared and stored as meaningful information for groups, 
including the generation of variants with respect to a certain issue 
(Rentsch et  al. 2010). Typical variants of course designs are subject-
specific lectures for different curricula, for example, computer science 
and business information systems, involving educators with different 
intentions and learners with heterogeneous backgrounds.

The tool provides various types of tokens for modeling, and their 
respective meaning has to be assigned by the user(s) through labeling. An 
arbitrary number of token types is supported, and the shapes available as 
hardware tokens can be configured dynamically in the software system. 
Various categories of tokens enable the flexible specification of concept 
classes and the flexible assignment of meaning in the course of structure 
and/or behavior modeling.

  S. Oppl and C. Stary
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At the same time, semantics can also be constrained to the pre-specified 
elements of existing modeling languages such as Subject-oriented Business 
Process Management (S-BPM). In this case, the interactive modeling 
support still provides the features listed in the following but is used analo-
gous to the card-based modeling approach described in Sect. 3.2.

Labeling and associating. Work process modeling relies on the ability to 
assign names to model elements, to define associations between them, 
and—in case of clarification—to attach annotations to objects. In tradi-
tional, software-based modeling tools, these interactions are performed 
using mouse and keyboard. Using traditional input devices in a physical 
modeling environment requires switching between media. It might dis-
tract users from their original modeling task.

Accordingly, the interface has been designed to avoid input devices like 
mouse or keyboard. Several tools can be used to manipulate the model 
directly on the surface: Tokens are associated by putting them into close 
proximity and then placing them back in their original position (like link-
ing them with a rubber band). Directed connections can be created using 
an arrow-tip-shaped tool that is put onto the connection near the intended 
endpoint. A rubber-shaped token enables users to delete connections. In 
case of multiple connections between two tokens, these connections are 
dynamically spread to avoid overlapping. Token types (e.g., red, blue, and 
yellow elements) are not semantically predefined. Users can assign mean-
ing to them in the course of using Comprehand, as described earlier.

Labeling (i.e., assigning designators to concepts, cf. Fig. 7.3) is per-
formed by using the keyboard for naming tokens or connections. The 
input text is assigned to the most recently added element (token or asso-
ciation), thus avoiding explicit selection of the target. A pen-shaped 
selection token enables the explicit selection of an element to rename it.

Abstraction support. Features like zooming or the selective display of 
concepts allow reducing the complexity of visualizations. They are, 
however, restricted to the computer-based desktop or multi-touch table-
tops without any tangible elements. The tokens act as containers in order 
to overcome this limitation and to reduce complexity in physical models, 
too (cf. Fig. 7.4). They represent either an arbitrary digital resource (file), 
or a model state captured previously. The latter information type enables 
users generating parts of a work representation separately and connecting 
these parts on a higher level of abstraction. In this way, the common 
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Fig. 7.3  Labeling and associating

Fig. 7.4  Users can open a token and put additional information into it. Additional 
information is bound to smaller tokens

  S. Oppl and C. Stary
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modeling concept of abstraction through subsuming or detailing repre-
sentations is mapped to the physical world. In the case of S-BPM model-
ing, the container metaphor is used to link individual behavior models in 
subjects, which are then used for interaction modeling.

The ratio between token size and the size of the table surface allows 
about 10-15 tokens to be placed on the physical surface simultaneously. 
For complex modeling tasks, this number of elements might be too small. 
The container feature is designed to overcome this deficiency according 
to its purpose of nesting and embodying.

History and reconstruction. The traceability of the modeling process is 
ensured in Comprehand through capturing the modeling history. This 
feature also facilitates the understanding of a representation (Klemmer 
et al. 2002), in particular for cooperative endeavors. The modeling his-
tory enables participants to recapitulate and reflect the modeling steps 
made so far, even when they join a session later on, or in case they have 
to continue working on a model generated by different individuals.

The tool captures the modeling history by taking snapshots automati-
cally. Whenever the model has not changed for a couple of seconds, the 
system takes a snapshot of the current state. In addition, a dedicated 
camera-shaped token enables users to take snapshots on demand. It 
allows explicit capturing and storing a certain model state using the back-
end system for later retrieval. The users can navigate back and forth in the 
modeling process using the stored information.

The history mode (i.e., recalling former model states) can be activated 
using a clock-shaped token. It can be rotated counterclockwise or 
clockwise to go back and forth in time, respectively. When the users 
switch to the history mode, the computer screen displays a graphical visu-
alization of the currently selected model state along with a status bar, 
indicating the point in time when the state has been captured.

Additionally, the modeling history enables support for rolling back 
changes of the model. This is necessary when encouraging the exploration 
of potential model elements (concepts) and associations. Experimental 
changes need to be reversible. Such a requirement can be implemented in 
a straightforward way for desktop applications, but hard to accomplish in 
a physical modeling environment. The reconstruction feature built upon 
the history navigation mode supports the physical reconstruction of a pre-
viously selected model state. When triggered, Comprehand guides the 
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users step by step and indicates visually which physical tokens need to be 
(re)moved and/or added according to the differences between current and 
requested model state, in order to complete a reconstruction of the model 
state on the table surface. When reconstruction is triggered, a new sequence 
of modeling states is forked from the original strain of model develop-
ment, as proposed by (Klemmer et al. 2002). In this way, not only the 
temporal evolution of the model but also its conceptual development and 
alternative ways of model representation become accessible. These com-
plex model histories, however, are not accessible via the tabletop but only 
via the desktop system in order to keep interaction during modeling simple.

Figure 7.5 shows the set of tabletop elements and the toolset for:

•	 Selecting elements (node or link) of a tabletop map going to be 
manipulated

•	 Marking a link as directed relationship, for example, indicating a pro-
cedure (chain)

Fig. 7.5  Elements and tools for tabletop concept mapping
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•	 Removing a link or text label of a node or link (eraser tool)
•	 Storing the current state of the map as a snapshot in a repository for 

later use (snapshot tool)
•	 Step back in time showing previous snapshots (history tool)

7.1.3	� Collaborative Model Articulation 
and Exploration

Comprehand is generally used by individuals for reflection and articula-
tion purposes, although it can be applied in multi-user settings as well 
(Furtmüller and Oppl 2007; Wachholder and Oppl 2012; Oppl 2013). 
In a multi-user setting, the participants gather around the table. From a 
methodological point of view, they need to agree on their modeling task 
in the form of a focus question (Novak and Canas 2006) or a topic of 
interest (Dann 1992) that targets at the cooperative work process or con-
tingency at hand. The remainder to the instrument’s application is a self-
moderated process, with interventions only happening in case technical 
issues arise.

The tabletop allows for simultaneous access to the modeling surface, 
allowing all participants to freely place and associate physical tokens. 
They start by placing a token on the surface and assign a designator 
describing the meaning of the concept represented by the token. Tokens 
are available in three different shapes and colors. They are, however, 
semantically not predefined. When using a certain kind of tokens, the 
participants cooperatively specify their meaning and thus a class of con-
cepts relevant to the topic to be modeled. This meta-information is also 
captured by Comprehand, which provides means of textual specification 
of the concept type whenever a new kind of token is used.

As the model evolves, more tokens are placed on the table surface. 
They are again labeled and can be put into explicit mutual relationship by 
briefly moving them into close proximity. Projected lines between the 
associated tokens visualize relationships. These associations also can be 
labeled, if considered necessary by the participants. All labeling processes 
are performed using a wireless keyboard, which is passed among the par-
ticipants as required.
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The model on the table surface eventually represents the agreed-upon 
view all involved participants have on the topic of modeling. During the 
modeling process, however, the individual views might be incomplete, 
complementary, or even controversial. Exploration of the modeling space 
(in terms of different concepts and associations among them) facilitates 
the articulation process among the involved participants and allows 
resolving open issues. The system keeps track of the model evolution and 
separates different strains of development in case of temporary experi-
mental changes. This allows recapturing the modeling process at a later 
point in time but also enables active exploration of different model vari-
ants and their documentation, as model changes become traceable and 
can be undone. Comprehand supports reconstruction of prior model 
states on the tabletop surface, as described earlier.

When the participants agree that they have come to an end and have 
found a common model representing their views on the modeling topic, 
they are able to make persistent both, the final model and the modeling 
process. Using the semantically flexible form of representation via Topic 
Maps, as mentioned earlier, the model, its semantics and its history can 
be captured in a single, self-contained file using standardized means of 
representation. The modeling process can be reproduced along its time 
line and can be resumed on the table surface whenever requested. 
Comprehand Tables in addition can be linked with each other to allow 
for spatially (Oppl 2011) or conceptually distributed collaborative mod-
eling (Oppl and Rothschädl 2014; Wachholder and Oppl 2012).

The Comprehand Table provides all these features in order to support 
conceptual modeling with a focus to facilitate explicit articulation and 
alignment of mental models through cooperative modeling rather than 
in a generic way. The tabletop acts as an enabler for communication 
between the involved persons in the process of performing Articulation 
Work, requiring the elaboration of models only in so far as they can serve 
as common point of reference. Model completeness and correctness with 
regards to formal semantics are not relevant in this case. The evaluation 
of the instrument consequently has focused on the usability of the toolset 
(i.e., not hampering users in their alignment activities), its ability to sup-
port concept mapping as a means to support Articulation Work, and the 
effects of its application on actual cooperative work processes.
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Models created with both, the table and the card-based instrument, are 
represented on a conceptual level and—together with their creation and 
revision history—become part of the distributed organizational knowl-
edge base (DOKB) as knowledge claims to be processed further in the 
course of double-loop learning processes, according to the KLC.

7.2	� Sample Actor-Centric Tool Support 
for Representation

An OL platform needs to aim at putting people seeking for or being able 
to provide knowledge in control of the transfer process. It also allows 
situation-specific communication among the parties involved in the 
transfer process. In the following sections, we review the feature-set of an 
OL platform clustered along the different knowledge types described earlier.

7.2.1	� Representing Role Knowledge and Descriptive 
Meta-knowledge

Role knowledge is represented in the OL platform using fine-grain con-
tent objects. A content object is a conceptual building block within the 
knowledge to be represented, such as a definition, an example, or an 
explanation. Instead of using a document-centric approach to provide 
information, content is split in its fundamental didactical elements. 
These elements can be flexibly arranged and reused to form representa-
tions of role knowledge.

Descriptive meta-knowledge is codified in the navigation structures of 
developed demonstrator Nymphaea (Neubauer et  al. 2013; Weichhart 
et al. 2018) as well as directly anchored on content objects (Neubauer 
et al. 2009, 2011). The Nymphaea learning environment provides differ-
ent “workspaces” for users, each one containing the relevant knowledge 
representations, necessary for a certain task. It provides meta-knowledge 
about the domain-specific scope of knowledge, its author, and creation 
date. Content within a certain workspace comprises of modules and hier-
archically structured content objects. These content objects are enriched 
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with educational meta-knowledge such as ‘definition’, ‘motivation’, 
‘background information’, ‘directive’, ‘example’, or ‘self-test’. This didac-
tic meta-knowledge is displayed on the right side, on top of each content 
element (cf. Fig. 7.3), and can be used in the course of individualization 
when filtering content according to metadata.

Besides structuring content according to educational and domain-specific 
metadata, Nymphaea provides means to structure content according to 
level of details, allowing actors to retrieve content in the desired granularity.

7.2.2	� Representing Conceptual Meta-knowledge

The OL platform provides an alternative navigation design focusing on 
domain-inherent structures that can be used complementary to hierar-
chical navigation. The navigation design represents and organizes con-
ceptual meta-knowledge in a graphical concept map.

Concept maps (Novak 1995) are established means to organize and 
represent knowledge. They can be used to support the process of eliciting, 
structuring, and sharing knowledge and aim to enable meaningful learn-
ing (Chabeli 2010; Stoyanova and Kommers 2002; Steiner et al. 2007). 
Concept maps use concepts as entity to structure items of interest. 
Concepts might be central terms, expressions, or metaphors, as they rep-
resent a unit of information for the person(s) using it. Those items are put 
into mutual context, leading to a network of concepts. Persons express the 
items of interest and the relationships by means of language constructs. 
Per se, there are no restrictions in the naming of concepts or relationships.

Compared to the traditional navigation design, the concept map navi-
gation enables domain-specific and cross-border relationships. Knowledge 
acquisition paths can considerably differ when using the concept map 
approach. Instead of implicit learning paths—via hierarchies of modules, 
content units, blocks, via internal/external links—learning paths using a 
concept map are oriented towards explicit structural relationships beyond 
hierarchies and domains.

Figure 7.6 depicts a part of a cross-disciplinary concept map for codi-
fied knowledge about ‘Enterprise Architecting’. It can be used for navi-
gating content.
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Fig. 7.6  Exemplifying CMap navigation and content links

Within the map, domain-specific associations are used for relating 
concepts. Furthermore, descriptive meta-knowledge (such as motivation 
and discussion—see Fig.  7.6) is used to semantically describe links 
between concepts and information resources. Hence, the associative navi-
gation provides additional structural information that shapes learning 
paths and can guide the individual exploration of content.

7.2.3	� Enabling the Assessment of Cognitive 
Meta-knowledge

Cognitive meta-knowledge (i.e., knowledge about one’s own knowledge) 
and persuasive meta-knowledge (i.e., knowledge about the credibility 
and expertise of the knowledge source) are not directly represented in 
content structures in learning support systems, such as Nymphaea. 
However, they rather provide means to enable people seeking for knowl-
edge to assess whether they need to access and acquire certain content. A 
specific instrument termed “Intelligibility Catcher” aids the acquisition 
of meta-knowledge (Chris Stary 2007). Intelligibility Catchers (ICs) are 
grounded in reformist-pedagogic and constructivist didactics in general, 
and the Dalton Plan approach in particular (Parkhurst 1922; Chris Stary 
2007; Eichelberger et al. 2008).
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The main objectives of the Dalton Plan are to provide freedom to learn-
ers and enable them to follow individual learning paths, involving group 
interaction and collaboration (Parkhurst 1922; Chris Stary 2007). The 
main vehicle guiding learners through larger and complex (group) learning 
tasks is the learning contract. It provides a specific structure which can be 
implemented through ICs. Based on the pedagogic foundation of Parkhurst’s 
assignments, ICs are additionally tailored to be methodically and function-
ally integrated in online knowledge transfer environments. The IC’s struc-
ture is as follows (clustered along transactive memory dimensions):

•	 Elements aiding the assessment of cognitive meta-knowledge

–– Preface (Orientation section): The preface section provides the con-
text motivating the knowledge acquisition tasks.

–– Topic/objectives: This section clearly states the central idea of the 
subject to be addressed. This helps learners to stay focused and 
reflect about their own work on/about this topic.

–– Problems and tasks: This section includes all tasks learners work 
within the frame of the current contract. It is advisable to state here 
which problems are to be solved individually by each learner and 
which problems are to be solved by a group of learners.

•	 Elements aiding the creation of instance and transactive knowledge

–– Written work: This section identifies the documentation to be pro-
vided by learners. When finished, the involved people discuss writ-
ten work within a meeting/conference (see later in the chapter). ICs 
particularly should include references to functionality provided by a 
learning support system platform to effectively structure and sup-
port the learning process.

–– Memory work: In this part of the assignment, the intellectual and 
cognitive work is described. It comprises the intellectual effort to be 
spent when exploring content and apply it in a reflective way for 
problem solving.

–– Conferences/meetings: While learners are required to manage their 
own (learning) time, it is often advisable to schedule (online) meet-
ings and check the intermediate progress.
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•	 Elements containing descriptive meta-knowledge

–– References: All additional content for which it is advisable to be read, 
are referenced here.

–– Equivalents: The estimated effort (in hours of work) for the assign-
ment is provided here.

–– Bulletin Board: A forum dedicated to discussions related to the 
assignment is provided.

Using this structure, guidance on how to use and interact based upon 
content for knowledge acquisition is provided. Following a self-regulated 
learning paradigm (Oppl et al. 2010), cognitive meta-knowledge is not 
directly captured and represented explicitly in a platform; however, users 
are enabled to self-assess their existing knowledge and learning require-
ments. Elements specifically targeting at didactically reasonable interac-
tion among learners and knowledge providers facilitate building 
transactive knowledge and allow making use of instance knowledge 
within and external to the platform.

7.3	� Sample Actor-Centric Tool Support 
for Intelligent Content Manipulation

Support for individualization of content can be provided in an OL plat-
form with respect to capture instance knowledge (Fürlinger et al. 2004). 
Annotations enable individuals to (i) annotate or alter a specific content 
element, (ii) post questions, answers, or comments directly anchored on 
content, and (iii) additionally link the contribution to a discussion theme 
from the system’s global discussion board. The latter link (being part of 
navigation) guides users to the adjacent discussion of the learning mate-
rial. In case of real-time online connections, such as chats, the questions 
and answers can pop up immediately on the displays of all connected 
users (available in a buddy list). In addition, the content elements referred 
to can be displayed at the same time.

Annotation support for content is realized using a view concept. As 
soon as provided content is displayed, a view is generated like an over-
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lay transparency. The view is kept for further access and reloaded when 
the content is accessed again. Within a certain view, users can (i) high-
light, (ii) link, and (iii) add remarks to content elements. The features 
for view management (add view layer, delete view layer, share view 
layer, show available views) as well as those for annotations are located 
in the ribbon-bar at top, whereas the selection of a certain view is pro-
vided at the right-hand top of the content area (cf. “MyView” in 
Fig. 7.6).

While annotating content, users can add internal and external refer-
ences to content items. Internal references are links between content 
and communication items, such as entries in the discussion forum or 
Infoboard, which support context-sensitive discussions. Furthermore, 
internal links might refer to other elements within the same or a differ-
ent module. The corresponding features have been included into the 
annotation icon bar (cf. Fig. 7.6 ‘Link’). Editing internal links requires 
marking a position in the text that should represent the link. After 
evoking the respective function located in the ribbon bar at the top, a 
tree with the node of the currently addressed module is displayed. It 
allows users to select the target of the link (e.g., a forum entry or another 
content item).

Coupling content and communication is the core concept in the learn-
ing support instrument to foster sharing of instance knowledge. Features 
supporting sharing are integrated with the individualization features to 
comprise the possibility to contextualizing individual interactions by 
directly anchoring them on content elements. Sharing of individual views 
or creation of shared views, as suggested by (Shi-Kuo Chang et al. 1998), 
is enabled in the system.

The system allows linking content elements to forum and discussion 
entries, and vice versa. Sharing these links in a group enables the group to 
discuss the provided content in context. This feature is particularly useful 
when users are not only “passive” recipients of content but also actively 
provide or augment role or instance knowledge in the workspace. Having 
the discussion documented in the forum provides new users with justifi-
cations and background information that has led to previous revisions of 
content (Weichhart and Stary 2009).
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7.4	� Sample Actor-Centric Tool Support 
for Processing Work Models

Validation and refinement of work models by simulated enactment are 
supported by a workflow management system (WfMS) that has been 
adapted to allow for dynamic reconfiguration of processes during run-
time. The WfMS is based on the S-BPM paradigm (Fleischmann et al. 
2012) and integrates with a computer-based modeling environment via a 
shared model repository, which is part of the DOKB. One of the meth-
odological requirements is to enable refinement of the process models 
during the simulated enactment whenever an issue is recognized. To 
avoid losing the context of the enacted work process (i.e., losing all 
entered data or information about already made decisions), these model 
changes must not require a restart of the simulated enactment. The need 
to restart workflow execution in the case of model changes is a technical 
constraint of most currently available workflow execution engines 
(Rothschädl 2012). The execution engine has been functionally extended 
in the course of adapting it to the needs of the methodology presented 
here and now supports deviations from a currently executed process 
model during runtime without the need for restarting the process and 
losing the execution context (Rothschädl 2012).

The overall architecture of the system is outlined in Fig. 7.7. A central 
model repository is used to store process models. The model importer 

Fig. 7.7  Architecture of process enactment environment
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provides the gateway to the articulation tools described earlier and uses 
the repository as a target for the resulting S-BPM models. The repository 
is used by the workflow engine to retrieve information about currently 
instantiated processes. Running process instances are made accessible via 
a web interface that offers individualized task lists for all actors. Process 
models stored in the repository can be altered at any time by accessing 
them via a modeling environment. The architecture visualized in Fig. 7.6 
of the repository allows for synchronously altering models from different 
modeling environments.

7.5	� Towards Seamless Tool Support—A 
Showcase

This section demonstrates the methodology and the use of the toolset 
based on a simple organizational setting. The aim of this section is to 
visualize the potential interplay between the distinct areas of support 
described in the former section. The same set of tools and methods as 
presented there, is used here for reasons of consistency.

The organizational setting used as a showcase here is not complex, 
either content-wise or in terms of required collaboration. Its simplicity, 
however, allows visualizing the intended effect of the proposed methods 
and tools in a straightforward way. More complex situations would 
require a more comprehensive description of the organizational setting, 
which would be beyond the scope of this paper.

The sample process is applying for a vacation. As a starting situa-
tion, we assume that the process of vacation application has been han-
dled informally so far in our sample organization. The aim now is to 
establish a process that is agreed upon throughout the organization 
and support it by means of IT. In this context, informally established 
routines should be made visible, questioned, and examined for poten-
tial improvements (cf. double-loop learning in the KLC). Three orga-
nizational roles are originally involved in the process: an employee, the 
secretary, and the manager. For the initial articulation and elicitation 
activities, representatives of these roles are brought together for 
a workshop.
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7.5.1	� Articulation and Elicitation

The front-end for articulation and elicitation of knowledge about work 
processes is based upon the concept of structure elaboration techniques. 
In the initial workshop, card-based models are created to establish a 
shared understanding of the process across all involved roles and identify 
potential differences in how the necessary interaction is perceived.

In a first step, the individual views on one’s own contributions to the 
work process are articulated by each involved person separately. In a sec-
ond step, those individual views are consolidated in a common model. In 
the process of consolidation (cf. Oppl 2015), different views are made 
explicit and are required to be resolved. The card-based model here acts 
as a mediator between the involved people and always reflects the current 
state of shared understanding (cf. Fig. 7.8, left).

The interactive tabletop surface can also be used for modeling (cf. 
Fig. 7.8, right). In collaborative settings, it is used for concept mapping 
(Oppl and Stary 2009) to reconcile different understandings of funda-
mental elements of a work situation, such as artifacts, documents, or 
involved roles and their relationships. In the showcase, this would involve 
agreeing upon the relevant information to be submitted with a vacation 
application, identifying used artifacts such as a calendar and reflecting on 
which organizational roles are actually involved.

The interactive tabletop can also be used individually and collabora-
tively to reflect upon the procedural aspects of work. It here replaces the 
card-based system. While the tabletop is not as flexible with regards to 

Fig. 7.8  Card-based model (left), interactive surface modeling (right)
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spatial deployment, it allows for more sophisticated modeling support 
features such as version tracking and model reconstruction support (Oppl 
and Rothschädl 2014).

A combination of both tools is also possible from a methodological 
perspective. Card-based modeling does not require any dedicated infra-
structure and is easy to use. It consequently is used for in in-situ elicita-
tion at the workplace. The interactive surface provides more comprehensive 
modeling support that is useful for model reflection and revision, 
which is an integral part of both, single- and double-loop-learning. 
Technologically, the tools are integrated via a shared representation, 
which is discussed in the following section.

7.5.2	� Representation

All models, together with their creation history, become a part of the 
DOKB to be accessible during all stages of the knowledge processing and 
business processing environment in the KLC. Models must not only be 
stored as graphical representations but rather needed to be represented on 
a conceptual level to allow for fine-grain referencing and interlinking 
with other content.

The digital model versions created by interactive modeling surface can 
be stored in the DOKB without further transformation. The card-based 
models are only available as images and need to be processed further for 
deriving a conceptual model representation. A model recognition engine 
is used for that purpose (Oppl 2015). If offers web-based and mobile 
gateways to trigger model recognition and interactive revision support 
(cf. Fig. 7.9). The recognition engine outputs XML-based model repre-
sentations using the semantics of the modeling language used during 
model creation. For the showcase, these could either be semantically 
open concept maps or role-distributed work process models.

The XML-based model representations are then imported in the learn-
ing platform, which serves as the DOKB. Here, each piece of content is 
augmented with metadata about authorship and its relationship to other 
content elements to allow for an implementation of a transactive mem-
ory system, as described earlier. The manipulation of content within the 
DOKB is discussed in the next section.
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Fig. 7.9  Card-model recognition for conceptual representation: web-interface 
(left), recognition results (top right), XML-based model representation (bottom 
right) (released under a Creative Commons Attribution 4.0 International License 
(CC BY 4.0))

7.5.3	� Manipulation

Manipulation of content here refers to embedding it into individually 
perceived or collectively agreed-upon organizational contexts. This 
involves searching for, retrieving, and linking relevant content to develop 
situation-specific perspectives in the DOKB. These perspectives can be 
shared with others and are available for annotation and discussion. The 
system implementing these features constitutes the main access path to 
the DOKB repository. It is built upon the Liferay portal software, which 
has been adapted to provide the features described earlier.

Figure 7.10 shows sample content from the showcase. The content 
area (marked “2”) shows the individually created process model of an 
employee’s activities in that vacation application process. It has been 
derived from a card-based model, as described earlier. The navigation 
area (marked “1”) allows accessing the different content types (models, 
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Fig. 7.10  Work process content in the learning environment (released under a 
Creative Commons Attribution 4.0 International License (CC BY 4.0))

forum-based communication) created for the respective situation. 
Content cannot only be accessed hierarchically but also contextualized 
by interlinking different content elements. This is visualized as an exam-
ple in Fig. 7.10 by a link from the model content to a forum discussion 
(marked “3”). This link is bidirectional and can also be accessed from the 
forum, providing immediate context to the discussion. A prototype for a 
social interaction feature is shown at the bottom of Fig. 7.10 (marked 
“4”). It allows for rating the usefulness of the provided information.

The linking and rating areas also allow integrating external content 
providers (such as wikis or document management systems) or social ser-
vice and communication providers (such as Facebook, Yammer, or 
Twitter). This allows for integration of platforms already established as 
means for collaboration and communication in an organization and does 
not enforce using “yet another” platform. To be able to process informa-
tion from other applications contributing to the DOBK, an interopera-
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bility platform is researched (Weichhart 2014). Technically based on a 
well-established and simple-to-use REST API approach, the platform 
provides an enhanced enterprise-service-bus-like environment. This 
enables not only technical support for the distribution aspect of the 
DOBK. This approach is in particular suitable for the KLC, as it also 
conceptualizes the organization as CAS and assumes changes in processes 
and the different applications and platforms to be the norm, not the 
exception. This interoperability service also allows for integration of tools 
for validation of content via simulation. This area of support is discussed 
in the next section.

7.5.4	� Processing

Checking work process models for their feasibility in practical settings, 
reflecting on them as well as acquiring knowledge about them without 
prior practical experiences, can be supported by simulation tools. In the 
KLC, simulation supports the evaluation of knowledge claims and thus 
feeds back data in the DOKB. The simulation tool is used to execute 
work process models created with the modeling approaches described 
earlier. The tool chain described in this paper makes use of an execution 
engine that can directly process models that are focusing on the collabo-
ration of roles involved in a work process and their activities.

In the showcase, the simulation step is used to assess the adequacy of 
the vacation application process model with regard to its usefulness in 
practical settings. The model is executed in a workshop setting, where the 
involved people check whether the simulated process matches their 
expectations and covers all potential process variants. Due to the nature 
of the used modeling approach, which focuses on single cases rather than 
generic processes, the latter cannot be observed in general. In the show-
case, for example, the process steps to be taken in case of a rejection of an 
application could be missing. Whenever a mismatch or gap in the process 
model is identified, the model is altered or extended on the fly without 
restating the simulated process instance. This is technically realized via a 
workflow engine that allows dynamically changing process models dur-
ing runtime (i.e., while instances of the process are being executed). In 
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the showcase, this would mean adding the respective activities to handle 
rejections to the behavior models of each involved role.

The simulation component retrieves its required model information 
from the repository that is also interfaced by the other components, such 
as the tabletop modeling tool used for elicitation or the learning platform 
(cf. Fig. 7.11). This allows to seamlessly switch between these tools even 
during a running simulation, annotating model variants in the learning 

Fig. 7.11  Processing and simultaneous manipulation on an interactive modeling 
tabletop
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platform or performing experimental model changes in the interactive 
tabletop surface. Consequently, the showcase process could be extended 
or altered by the original representatives of the roles, using the same tools 
they used during the initial articulation and elicitation step. Actors thus 
can perform all modeling steps without the need for expert modelers.

7.6	� Conclusions

For effective digital work design, new approaches in involving stakehold-
ers concerning process design are required. New methods and the inter-
mediate usage of technologies could help agile organizations to structure 
their work on the fly while acknowledging their competencies and keep-
ing their social identity. Concerned parties know best how their work can 
be improved, and their involvement in adaptation increases their capa-
bilities to keep up with changing business requirements. A respective 
methodology and a tool chain need to be aligned with individual and 
collective learning facilities, both on the content and method level. It also 
requires a living memory to capture content and development processes 
in an actor-centered way.

In this chapter, we have backed the framework presented in the 
former chapter with actual technical tools. These tools offer support 
along the four elementary components of the framework: (i) articula-
tion and elicitation of work knowledge, (ii) knowledge transfer and 
manipulation, (iii) multifaceted content representation, and (iv) busi-
ness processes execution for validation and enactment. They thus can 
be matched to the methods and instruments introduced in the former 
chapters and thus form an overall coherent picture of how (digital) 
work design can be supported (by digital means), both methodologi-
cally and technically. We pick up this set of mutually interoperable 
and aligned instruments in the next chapter, where we present a set of 
case studies that show how they can be deployed (both selectively and 
in an integrated way, depending on the task at hand) in organiza-
tional practice.
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