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Abstract. The brain tumor segmentation task aims to classify sub-
regions into peritumoral edema, necrotic core, enhancing and non-
enhancing tumor core using multimodal MRI scans. This task is very
challenging due to its intrinsic high heterogeneity of appearance and
shape. Recently, with the development of deep models and computing
resources, deep convolutional neural networks have shown their effec-
tiveness on brain tumor segmentation from 3D MRI cans, obtaining the
top performance in the MICCAI BraTS challenge 2017. In this paper we
further boost the performance of brain tumor segmentation by proposing
a multi-scale masked 3D U-Net which captures multi-scale information
by stacking multi-scale images as inputs and incorporating a 3-D Atrous
Spatial Pyramid Pooling (ASPP) layer. To filter noisy results for tumor
core (TC) and enhancing tumor (ET), we train the TC and ET seg-
mentation networks from the bounding box for whole tumor (WT) and
TC, respectively. On the BraTS 2018 validation set, our method achieved
average Dice scores of 0.8094, 0.9034, 0.8319 for ET, WT and TC, respec-
tively. On the BraTS 2018 test set, our method achieved 0.7690, 0.8711,
and 0.7792 dice scores for ET, WT and TC, respectively. Especially, our
multi-scale masked 3D network achieved very promising results enhanc-
ing tumor (ET), which is hardest to segment due to small scales and
irregular shapes.
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1 Introduction

Multimodal Brain Tumor Segmentation Challenge (BraTS) [16] provides an
excellent platform to boom the development of methods for segmenting tumor
regions from 3D MRI scans as well as data [3,4]. As explained in [16], gliomas are
the most common primary brain malignancies, with different degrees of aggres-
siveness, variable prognosis and various heterogeneous histological sub-regions,
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i.e. peritumoral edema, necrotic core, enhancing and non-enhancing tumor core.
In this challenge, our goal is to segment whole tumor (WT), tumor core (TC)
and enhancing tumor (ET) from the other patterns. The dataset provided by
[16] is composed of annotated low grade gliomas (LGG) and high grade glioblas-
tomas (HGG), where LGG tends to be benign tendencies, while HGG denote
the tumors which can grow rapidly and spread fast. For both LGG and HGG,
four modals of scanning images are given, including Fluid Attenuation Inversion
Recovery (FLAIR), T1-weighted (T1), contrast enhanced T1-weighted (T1ce)
and T2-weighted (T2) images. Each modality supplies complementary informa-
tion and they together provide more complete description of the tumor patterns.
For example, the contours of whole tumor detected in FLAIR and T2 are more
distinctive from the background than those in T1 and T1ce. Similarly, TC and
ET can be easily distinguished from background in T1 and T1ce, the bounding
information of which can be restricted by Flair and T2 by segmenting WT first.
For instance, as mentioned in [16,21], T2 and FLAIR highlight the tumor with
peritumoral edema, designated “whole tumor” as per [16]. T1 and T1ce highlight
the tumor without peritumoral edema, designated “tumor core” as per [16]. An
enhancing region of the tumor core with hyper-intensity can also be observed in
T1ce, designated as “enhancing tumor core” [16].

Nowadays, we have a considerable quantity of diagnostic cases using Mag-
netic Resonance (MR) images. Moreover, we have the capacity to train very
deep neural networks with the development of computing resources from these
MR images, which makes automated disease diagnosis possible [2,16]. Auto-
matic brain tumor segmentation can be much faster than manual segmentation;
however, due to the irregular characteristics of brain tumor, the possibly subtle
distinction between tumor and normal tissue, as well as a high variability in
shape, location, and extent across patients, the accuracy of the current brain
tumour segmentation algorithms needs further improvement so that they can be
deployed in real systems.

There have been many methods for segmenting brain tumor which is detailed
in [15]. Recently, the deep convolutional neural networks (CNNs) have shown
promising performance in medical image segmentation and other related tasks
[9–12,14,21]. DeepMedic [12] is one of the deep model-based method which com-
bines patches with multiple resolutions as inputs to capture fine details and
global information. They further introduced an enhancing structure which adds
residual connection from previous feature layers. The 3-D U-Net [18] uses a com-
pact encoder-decoder structure, which utilizes the features from several encoder
layers twice by concatenating them with the decoder layers. Isensee et al. apply
a U-Net based network to capture large scale information by large input patch
size [10]. Additional works focus on the modification on the choice of convo-
lutional kernal and loss function, such as the mixture of convolutional kernel
and downsampling strategy [8,12]. Coping with unbalanced data, specific loss
function [6,19] and sampling strategy [6] are introduced to train networks.

In this work, we focus on extracting multi-scale information from a sin-
gle patch input instead of using multi-resolution inputs. Our contributions are
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Fig. 1. The diagram depicts the training strategy for three different tumor with a
cascaded masked way.

three fold. First, we extend 2D Atrous Spatial Pyramid Pooling (ASPP) [5] to
3D ASPP for extracting multi-scale information from feature maps of the neural
network. By making use of the ASPP layer, we are able to enlarge the recep-
tive field and thus capture larger scale information without introducing extra
parameters. Second, we adjust basic structure of U-Net for small tumor segmen-
tation by removing subsampling layers in specific layers of U-Net. This could
help detect small tumors which are usually ignored in the original U-Net due
to too many subsampling layers. Finally, we apply the cascaded masked strat-
egy [21] for tumor segmentation training. Specifically, we segment WT, TC, and
ET sequentially and use the bounding box from the former ones to restrict the
search space for the following ones. This strategy could help remove false positive
detections from the background regions. Our paper is collected in [1].

2 Methods

In this section, we will introduce the details of our method. First, we will describe
the data preprocessing and patch extraction methods. Second, we will present
the details of our network structure and training strategies.

2.1 Data Preprocess and Patch Extraction

We follow the standard procedure to preprocess the input images. To compensate
for the MR inhomogeneity, we apply the bias correction algorithm based on
N4ITK library [20] to the T1 and T1ce images. To reduce the effect of the
absolute pixel intensities to the model, an intensity normalization step is applied
to each volume of all subjects by subtracting the mean and dividing them by
the standard deviation so that each MR volume will have a zero mean and unit
variance. In practice, as the original uncropped volume is used but the brain only
takes the central region, the mean and standard deviation are estimated from
the brain area. Because of the GPU memory limitation and insufficient training
data, we extract 400 patches per patient with patch size 64 × 64 × 64 and take
these patches as network inputs.
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Fig. 2. The proposed extending ASPP layer. By the order of top to bottom, the dilated
convolution, 2-D ASPP layer and the extending of 3-D ASPP layer from 2-D ASPP
layer are well depicted.

2.2 Cascaded Masked Strategy

To remove false positive detections from background, we apply the cascaded
masked strategy as [21]. The training strategy is shown in Fig. 1. By doing so,
we can reduce the multiclass segmentation problem as a binary segmentation
problem. Specifically, we train the WT network only with WT labeled data.
Then we keep the segmented WT tumor as a mask for TC training. Similarly, we
set segmented TC as the mask for ET training. Note that we use the groundtruth
masks in the training phase, but the predicted masks in the test phase.

2.3 Extended 3-D ASPP Layer

Atrous Spatial Pyramid Pooling (ASPP) is first introduced in [5] for semantic
segmentation in 2D natural scene images. ASPP layer consists of multiple scales
of Atrous layers, also called dilated convolution layers. Figure 2 shows a one-
dimensional Atrous convolutional operation. With the annotation for the output
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y[i] with respect to the 1-D input signal x[i] and convolutional kernel w[k], the
formula is formed as follows:

y[i] =
K∑

k=1

x[i + r · k]w[k] (1)

Rate r denotes the dilated rate and dilated rate r = 1 is the normal convolu-
tion. Then the 2-D ASPP is displayed in Fig. 2, we feed feature maps into several
Atrous layer with different rates and then combine these feature maps in channel
dimension. Finally, we obey the same strategy and extend the 2-D ASPP layer
to 3-D ASPP layer which is then applied on U-Net. We propose to apply ASPP
layer here for capturing multi-scale objects and context employing multiple 3-D
atrous convolutional layers with different sampling rates, and this is implemented
with a parallel way. The advantage is that we can capture multi-scale information
without introducing additional parameters and thus avoid overfitting.

2.4 Multi-scale Input

Additional, we try to include as much information as possible in the input. We
rescale the images by multiple scales and then feed multi-resolution patches as
input. Thus we apply a multi-scale input patches rather than only the patches
of original size. In this work, the scales chosen are ×0.5, ×1 (original size) and
×2, and these patches are concatenated in channel dimension. By doing so, we
can extract global and local information even when the patch size is small.

2.5 Network Structure

Now we can stack the building blocks together to form the final network struc-
ture. Our network is based on U-net with 3-D ASPP layer for trade-off between
scale information and receptive field as well as memory usage. The designation
of network structure is shown in Fig. 3. Compared to the original U-Net, we
remove the third downsampling and upsampling layers for WT network and TC
network, furthermore, we add the ASPP layer between the encoder and decoder
in U-Net. We observe that ET is small with respect to WT and TC and maybe
evanescent after downsampling of encoder, which is not able to be recovered
by upsampling of decoder. Thus, we only keep the second downsampling and
upsampling layers for the ET network.

As for training network, we apply ADAM optimizer [13] and set the param-
eters of ADAM as lr = 0.0002, β1 = 0.5 and β2 = 0.9999, which is the unified
setting. We apply Xavier initialization [7] to initialize the network parameters.

2.6 Loss Function

We adopt the cross entropy loss to train our networks. We classify each vox-
els to a binary label (1, 0: 1 means tumor and 0 means background), when
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Fig. 3. Our modified U-Net based neural networks. We show the original U-Net on the
top and the networks for our contribution is below. The networks trained by whole
tumor and tumor core share the same network structure but do not share parameters.
As for network designed for enhancing tumor training, we only keep one downsampling
layer.

training network for WT, TC and ET separately. The cross entropy loss can be
written as

loss =
∑

(y′ log(y) + (1 − y′) log(1 − y)), (2)

where y′ represents ground truth label and y represents predicted label.

3 Experiments

Data. We got all our training data from BraTS web1 to evaluate our method.
The training data consist of 285 patients including segmented masks annotated
by human experts. These training data are separated into two categories includ-
ing HGG and LGG, containing 210 HGG and 75 LGG. There is an unbalance
between HGG and LGG, and the data distributions of HGG and LGG are also
different, especially for TC and ET. Each patient has four sequences, which are
FLAIR, T2, T1, and T1ce. We feed all of the sequences into our network by com-
bining them in channel dimension. Thus, our input data are 5-D, the dimension
of which are batch, sequences, width, length, and depth. Regarding the valida-
tion data and testing data, they are the same as given training data, however
the segmentation labels are not released. We finally receive validation data and
testing data which are composed of 66 patients and 191 patients, respectively.

We train our whole network using Pytorch [17], which is a new hybrid front-
end seamlessly transitions between eager mode and graph mode to provide both

1 https://www.med.upenn.edu/sbia/brats2018/data.html.

https://www.med.upenn.edu/sbia/brats2018/data.html
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flexibility and speed. We set our training batch size as 24 and training image
size as 64 × 64 × 64. We extract 400 patches for each patient, each patch consists
of all of the FLAIR, T2, T1, and T1ce sequences as well as multiscale stacked
patches. We choose NVIDIA TITAN XP GPU for training our network and it
costs about 11 gigabytes GPU RAM. The whole training process is finished with
2 days with 10 epochs, and each epoch will traverse the whole training dataset.

3.1 Evaluation Metrics

Dice Coefficient. The Dice-Coefficient (Eq. 3) is calculated as performance
metric. This measure states the similarity between clinical Ground Truth anno-
tations and the output segmentation of the model. Afterwards, we calculate the
average of those results to obtain the overall dice coefficient of the models.

D =
2|A⋂

B|
|A| + |B| (3)

Hausdorff Distance. The Hausdorff Distance (Eq. 4) is mathematically
defined as the maximum distance of a set to the nearest point in the other
set [15], in other words how close are the segmentation and the expected output.

H(A,B) = max(min(d(A,B))) (4)

Table 1. Mean values of Dice and Hausdorff measurements of the proposed method on
BraTS 2018 validation set. ET, WT, TC denote enhancing tumor core, whole tumor
and tumor core, respectively.

Dice Hausdorff (mm)

ET WT TC ET WT TC

Original U-Net 0.739 0.882 0.788 5.329 7.356 10.243

Our network without ASSP layer 0.773 0.899 0.820 4.259 6.374 6.404

Our network with ASSP layer 0.809 0.903 0.832 3.780 6.022 7.091

Segmentation Results. To provide qualitative results of our method, we ran-
dom choose two segmented images from validation data which are shown in
Figs. 4 and 5 as well as in Appendix I. Figure 4 is suspected as one of the HGG
data and Fig. 5 is suspected as one of the LGG data. Because the border for
Fig. 4 is clear and the red non-enhancing tumor is inside the yellow enhanc-
ing tumor core. Furthermore, in Fig. 5, the border for tumor is quite blurred
and there is almost no yellow enhancing tumor and it is in accordance with
the feature of LGG data from training dataset. As we can observe from Fig. 4,
the network with ASPP layer performs better than network without ASPP
layer in that network with ASPP layer segments more local information that
corresponds to the details shown in original sequences. As shown in Fig. 5, there
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FLAIR T2

T1 T1ce

no ASPP layer

with ASPP layer

Fig. 4. Segmentation result of the brain tumor (suspected HGG) from a validation
image. Green: edema; Red: non-enhancing tumor core; Yellow: enhancing tumor core.
On the left, the original images are shown, and on the right, we show the segmented
result of network without ASPP layer and network with ASPP layer. (Color figure
online)

is a suspected wrong segmented area for red non-enhancing tumor, but the orig-
inal sequences are blurred as well. In comparison, our network with ASPP layer
can perform better on more local details and decrease the wrong classification
for each voxel.

We show our quantitative results in Table 1. For comparison with existing
methods, we list the result of the original U-Net, our modified U-Net without
ASPP layer and our modified U-Net with ASPP layer. As can be seen from
Table 1, our baseline of modified U-Net perform much better than the original
U-Net in terms of all of the evaluation metrics. If just comparing the effect of
ASPP layer, we find that assembling with ASPP layer can help improve TC and
ET, especially improving ET by a large margin. However, they almost achieve
the same performance on WT. We can also find that our method concentrate
on detecting with multi-scale information that can help improve the ability for
detecting small tumor area such as ET and TC. In this way, we achieve dice
score above 0.8 for ET on testing data (Table 2).

As for testing data, we list the details of the result of mean value, standard
deviation, median, 25% ranking and 75% ranking of Dice score and Hausdorff
distance. Due to possible overfit on the validation data, we achieve a relatively
lower performance on testing data; however our method still obtains rank 9th

out of all the submitted methods on testing data.
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FLAIR T2

T1 T1ce

no ASPP layer

with ASPP layer

Fig. 5. Segmentation result of the brain tumor (suspected LGG) from a validation
image. Green: edema; Red: non-enhancing tumor core; Yellow: enhancing tumor core.
On the left, the original images are shown, and on the right, we show the segmented
result of network without ASPP layer and network with ASPP layer. (Color figure
online)

Table 2. Dice and Hausdorff measurements of the proposed method on BraTS 2017
testing set. EN, WT, TC denote enhancing tumor core, whole tumor and tumor core,
respectively.

Dice Hausdorff (mm)

ET WT TC ET WT TC

Mean 0.769 0.871 0.779 4.799 9.523 7.186

Standard deviation 0.240 0.129 0.274 9.293 16.822 10.900

Median 0.842 0.915 0.900 2.000 3.464 3.162

25 quantile 0.747 0.860 0.758 1.414 2.236 2.0000

75 quantile 0.892 0.939 0.936 3.000 6.364 7.280

4 Conclusions

We proposed a multi-scale neural network with a cascaded masked train-
ing structure for segmenting glioma subregions from multi-modal brain MR
images. Our method receives as input multi-scale 3D patches extracted from the
dataset volumes and we train three networks separately based on our cascaded
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mask strategy. To further incorporate multi-scale information, we also incorpo-
rate the 3D ASPP layer which contains filter with various receptive field size
without introducing many additional parameters. Our method achieves good
results in the BraTS challenge. Future work would be incorporating attention in
the network to aggregate multi-scale information.

A More Example

no ASPP layer with ASPP layer no ASPP layer with ASPP layer

no ASPP layer with ASPP layer no ASPP layer with ASPP layer

no ASPP layer with ASPP layer no ASPP layer with ASPP layer

no ASPP layer with ASPP layer no ASPP layer with ASPP layer

no ASPP layer with ASPP layer
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