
Segmentation of Post-operative
Glioblastoma in MRI by U-Net with

Patient-Specific Interactive Refinement

Ashis Kumar Dhara1(B), Kalyan Ram Ayyalasomayajula1, Erik Arvids2,
Markus Fahlström2, Johan Wikström2, Elna-Marie Larsson2,

and Robin Strand1,2

1 Centre for Image Analysis, Uppsala University, Uppsala, Sweden
ashis.kumar.dhara@it.uu.se

2 Department of Surgical Sciences, Radiology, Uppsala University, Uppsala, Sweden

Abstract. Accurate volumetric change estimation of glioblastoma is
very important for post-surgical treatment follow-up. In this paper, an
interactive segmentation method was developed and evaluated with the
aim to guide volumetric estimation of glioblastoma. U-Net based fully
convolutional network is used for initial segmentation of glioblastoma
from post contrast MR images. The max flow algorithm is applied on
the probability map of U-Net to update the initial segmentation and
the result is displayed to the user for interactive refinement. Network
update is performed based on the corrected contour by considering
patient specific learning to deal with large context variations among
different images. The proposed method is evaluated on a clinical MR
image database of 15 glioblastoma patients with longitudinal scan data.
The experimental results depict an improvement of segmentation perfor-
mance due to patient specific fine-tuning. The proposed method is com-
putationally fast and efficient as compared to state-of-the-art interactive
segmentation tools. This tool could be useful for post-surgical treatment
follow-up with minimal user intervention.

1 Introduction

Glioblastoma is the most aggressive form of brain tumor and accounts for more
than 80% of all primary brain malignancies [1]. Volumetric change estimation is
very important for post-surgical treatment follow-up of patients with glioblas-
toma. Fully-automated segmentation of glioblastoma is difficult due to presence
of necrosis and post-operative haemorrhages. There are different types of inter-
active tools existing in the literature based on the mode of outlining such as
click-based [2], contour-based [3] and bounding box-based [4] and scribbling.
Manual tumor segmentation is time consuming and the results are subject to
inter- and intra-observer errors. In clinical practice, the diameter of glioblastoma
in the biggest representative slice is often considered as the representative of the
volume. However, the diameter is not a proper estimation of volumetric change
as it is affected by the presence of post-operative cavities.
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Several automatic and semi-automatic methods have been developed using
support vector machines [5], random forests [6], markov random field [7] for seg-
mentation of brain tumor. The majority of reported work on brain tumor seg-
mentation use 2D filters for convolution [8,9]. Structured predictions is imple-
mented through convolution neural networks for better segmentation of brain
tumor [9]. The U-Net [10] architecture considers the high-level features and
the local appearance of tumor for better segmentation. Interactive segmenta-
tion methods have been implemented in several medical software [11,12]. These
methods require a relatively large amount of user interaction for segmentation
of images with ambiguous boundaries.

In this paper, to reduce the time of user interaction for segmentation of
glioblastoma, initial segmentation obtained from U-Net is refined by graph cut
[13] algorithm and Smart paint [14]. The proposed method is novel as it includes
an interactive step that levies a minimal effort on the expert who has to provide
manual intervention at regions that have been mislabelled. It saves manual anno-
tation of a few thousand pixels by the expert per patient. The work introduced in
the paper are preliminary results along the direction of integrating energy mini-
mization based post-processing in a semantic segmentation on a dataset with no
available ground truth except for an expert’s judgement. Therefore, an attempt
has been made to pick a fully convolution neural network based encoder-decoder
architecture accepted by the medical community, such as U-Net and apply well
understood post processing algorithm such as graph-cut to establish a baseline.
The contributions of this paper are (i) design of a deep learning based interactive
segmentation framework and (ii) implementation of patient-specific interactive
refinement to deal with large content variations among images.

2 Materials and Methods

2.1 Database

A clinical MR image database (prospective research project, approved by local
ethical committee) of brain tumors with world health organization (WHO) grade
gliomas IV (glioblastoma) is used in this study. The database consists of lon-
gitudinal MR scans (post-operative) of 15 patients. The total number of MRI
volumes of 15 subjects is 85. Contrast enhanced T1-weighted MR images were
obtained from those 15 patients at defined time intervals. The boundaries of
contrast enhanced tumour tissue is annotated by an expert radiologist using
FsLeyes package [15] through slice by slice interaction. The average time spent
for boundary annotation of each MRI volume is 12 min.

2.2 Interactive Segmentation Framework

The block diagram of the proposed interactive segmentation framework is pro-
vided in Fig. 1. The availability of a sufficient number of annotated images is
often a bottleneck in medical image analysis and U-Net [10] fills this gap by
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producing good results with a lower number of images. Therefore, the U-Net is
used in the proposed framework. A set of cropped ROIs is used for training the
U-Net and the trained model is named Ti. Segmentation is performed for images
of any MR instance of a patient based on Ti and the results are shown to user for
interactive refinement by scribbling in foreground and background region. The
pre trained model is updated based on the corrected mask created by interactive
correction.

Fig. 1. Block diagram of the proposed interactive segmentation framework

Architecture of U-Net. The proposed framework used U-Net [10] as it consid-
ers the high-level information and local appearance information of an object for
better segmentation. It consists of an encoder and decoder paths. The architec-
ture makes the use of strong data augmentation to use the available annotated
samples more efficiently. The encoder path has five convolutional blocks and each
block has two convolutional layers. The convolution is performed with a filter
size of 3 × 3 and a stride of 1. Max pooling is performed with stride 2 × 2 to the
end of every block except the last block. The size of the input images is 64 × 64
and it decreases from 64×64 to 4×4. In the decoder path, transpose convolution
is applied in each layer with a filter size of 3 × 3 and stride of 2 × 2. In each
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block, the size of the feature maps is doubled but the width of the feature maps
is decreased by factor of 2. Therefore, the size of feature maps increases from
4 × 4 to 64 × 64. High-level information is represented at up-sampling blocks,
and low-level features are transferred through skip connections.

Off-Line Training of U-Net. Patches of size 64 × 64 are extracted from axial
slices of brain MR images for the training of U-Net. Rotation and flip are used
to increases the number of training images. In training of U-Net, a stochastic
gradient-based optimization [16] (Adam) is applied to minimize the cross-entropy
based cost function. The cross-Entropy loss function has been used for this pur-
pose due to its efficiency in binary classification. Adam utilizes the first and
second moments of gradients for updating and correcting moving average of the
current gradients. The learning rate for the Adam optimizer is set to 0.0001,
weights of background and foreground are initialized as 1 : 10, and training were
performed up to 60, 000 iterations. Dropout [17] is used to reduce over-fitting. A
training and validation dataset pair (Ir, Irg ); (Iv, Ivg

), consisting of MRI images
from patients with post-operative glioblastoma is used to train a CNN based on
vanilla U-Net architecture from scratch, to obtain a preliminary CNN model Ti

(stage-1 of Fig. 1).

Update of Initial Segmentation Obtained by U-Net. The output of U-Net
is updated using a graph cut algorithm [13]. In case of interpreting an images as
a graph, its pixels are considered as vertices and image edges are considered as
graph edges. The optimal solution results in a cut on the graph that minimizes
the energy, which corresponds to maximizing the flow along those edges. The
underlying idea is to formulate the refined segmentation of image I as an energy
minimization problem as given in the Eq. (1) resulting in a binary image B

EI(B) =
m∑

i=0

n∑

j=0

[Lt
ij(1 − Bij) + Lb

ijBij ] (Data fidelity term)

+
m∑

i=0

n∑

j=0

Ch
ij(Bij �= Bi+1,j) (Horizontal continuity term)

+
m∑

i=0

n∑

j=0

Cv
ij(Bij �= Bi,j+1) (Vertical continuity term)

(1)

where Lt
ij , L

b
ij , C

h
ij , C

v
ij are costs associated with labeling a pixel indexed (i, j) as

belonging to tumor, brain, smoothness along horizontal and vertical directions,
respectively. Labeling costs are governed by Eq. (2)

Lt
ij = P (tij |Iij ;W ) =

eltij

eltij + elbij
, Lb

ij = P (bij |Iij ;W ) = 1 − P (tij |Iij ;W ), (2)

where the labeling cost Lt
ij , L

b
ij are interpreted as a probabilities P (tij |Iij ;W ),

P (bij |Iij ;W ) of the pixel Iij at (i, j) being labeled as tumor or brain respectively.
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The probabilities are obtained by applying a Softmax function over the class
scores ltij , lbij derived from the U-Net model with weights W for tumor and
brain classes respectively.

Smoothness cost is governed by Eq. (3)

Ch
ij =

⎧
⎪⎨

⎪⎩

0, Eij ∧ (Iij < Ii+1,j)
0, Ei+1,j ∧ (Iij ≥ Ii+1,j),
φ, otherwise

Cv
ij =

⎧
⎪⎨

⎪⎩

0, Eij ∧ (Iij < Ii,j+1)
0, Ei,j+1 ∧ (Iij ≥ Ii,j+1)
φ, otherwise

(3)
which encourages label consistency on either sides of the edge Eij for an asso-
ciated cost φ. Details on graph-cut based semantic segmentation improvement
can be found in [18].

Patient-Specific Refinement of Pre-trained Model. The procedure of
interactive refinement is described in stage-2 and stage 3 of Fig. 1. A test dataset
Is1 for which no ground truth exists, is segmented using Ti to obtain segmented
output Io. A graph-cut is applied to the class probability maps from Ti to get
an output Ig.

– Though Ig can be directly used for interactive segmentation, it is empirical
found that using Ig � Io (Hadamard product of the two images) helps reduce
false positives.

– Ig � Io is used in an interactive tool by an expert to obtain the ground truth
segmentation for Is1 as Isg1 .

The pre-trained U-Net model Ti from Stage-1 is re-trained on (Is1 , Isg1) to get a
refined model Ti+1. Stages 2, 3 can be iterated to get better models using Ti+1.
Images of a particular instance of longitudinal data is used for patient specific
fine-tuning and another instance of that patient (It, Itg ) is used for testing to
report the dice similarity coefficient (DSC).

3 Experiments, Results and Discussion

Training of U-Net has been performed in Linux environment using a 11 GB GPU
(Zotac GeForce GTX 1080 Ti) on a system with Core-i7 processor and 32 GB
RAM. The network architecture is implemented in Python using the PyTorch
library. DSC is considered as performance metric for evaluation of segmentation
results, as defined below:

DSC =
2Ntp

2Ntp + Nfp + Nfn
(4)

where, Ntp, Ntn, Nfp and Nfn is number of true positive, true negative, false
positive and false negative pixels, respectively.

The segmentation results is evaluated by considering 15-fold cross-validation.
A trained medical student, who is familiar with the glioblastomas database, has
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corrected the initial segmentation using Smart paint [14] for network update.
Segmentation was also performed using several interactive segmentation tools
such as 3D paint and brush tool of ITK-Snap [19] and 3D-Slicer [20] for compar-
ative study. Box plots of DSC achieved by several methods are shown in Fig. 2.
The result shows substantial improvement over existing methods. The proposed
approach is straight forward and simple. It is an intentional choice to explore
the improvement of segmentation based on subject specific refinement. The max-
flow algorithm plays an important role in improving segmentation accuracy in
the boundary region. The improvement of mean DSC is around 3% due to the
inclusion of max-flow algorithm. Moreover, there is reduction of computational
time if max-flow algorithm as it is applied on the result of U-Net. Interactive
refinement is required in more than 90% of the cases. Therefore, max-flow can
not be avoided. Comparative study of interactive segmentation time required by
the expert is presented in Table 1. Time of interactive segmentation to achieve a
sufficiently high accuracy is noted for all methods. The proposed method takes
less time to achieve acceptable segmentation result.

Fig. 2. Box plot of DSC of a single MRI volume of each subjects using U-Net, inter-
active U-Net, U-Net followed by graph cut and the expert’s refinement of U-Net using
Smartpaint. In each box, the central mark is the median, the edges of the box are the
25th and 75th percentiles.

Table 1. Time of interaction of the proposed and competing techniques.

Methods Time (mean± std) in sec.

ITK-snap from scratch 185.8 ± 68.46

3D-slicer from scratch 223.53 ± 66.06

U-Net followed by Smartpaint 83.66 ± 27.09

Proposed interactive U-Net 80.26 ± 24.19
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(a) (b) (c) (d)

Fig. 3. Segmentation evaluation examples. (a), (c) initial segmentation by U-Net and
(b), (d) improved segmentation after patient-specific fine-tuning. Ground truth is indi-
cated by red and segmented image is indicated by blue. (Color figure online)

The initial segmentation results of U-Net and result after patient-specific
interactive refinement is shown in Fig. 3. Initial segmentation by U-Net is poor
due to the presence of a necrosis and post-operative haemorrhage. It is observed
that incorporating certain image features related to the patient, improves the
segmentation results.

4 Conclusion

A patient-specific interactive refinement method is implemented using U-Net
based fully convolutional network. The proposed interactive segmentation frame-
work can provide both efficient and robust segmentation compared to other
interactive tools. The network is able to learn patient-specific features from the
feedback provided by an expert user and results better segmentation for rest of
the longitudinal MR images of the same subject. This method will be helpful in
treatment follow-up analysis in neuroradiology.
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