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Abstract. Detecting complete contours with less clutters is a very chal-
lenging task in edge detection. This paper presents a new lightweight edge
detection method, Gradient Center Tracking (GCT ), to detect the main
contours including the boundary and the structural lines of the objects.
This method tracks the center curve of contours in the gradient image
and detects edges while tracking. It makes full use of the edge correla-
tion and contour continuity to choose edge candidates, then computes
the gradient intensities of the candidates to select the real edge. In this
method, the intensity of the edge is redefined as the Directional Weighted
Intensity (DWI) which helps to present the result with more complete
contours and less clutters. The GCT method outperforms Canny detec-
tor and shows better results than several learning based methods. The
comparison results are shown in our experiments and a typical scheme
to apply the GCT method is also provided.

Keywords: Edge detection · Complete contours · Less clutters

1 Introduction

Edge detection, which aims to extract visually salient edges and object bound-
aries from natural images, is one of the most studied problems in computer
vision. It is usually considered as a low-level technique, and varieties of high-
level tasks have greatly benefited from the development of edge detection, such
as object detection [7,23] and image segmentation [4,17,26]. Broadly speaking,
edge detection methods can be generally grouped into two categories. (1) the
classical edge detection methods based on brightness gradient and image fil-
ters represented by Roberts [20], Prewitt [18], Sobel [9], zero-crossing [15], and
Canny [2]. (2) the modern methods, including methods based on the probabil-
ity distributions and cluster [1,10,14], and methods based on learning [5,19,24].
Methods in the first category are usually lightweight and fast with good detec-
tion results in many cases. The Canny detector is nearly the most widely used
edge detection method even now. However, these methods simply apply a high-
pass filter to detect edges, which lead to lots of redundancy. Furthermore, these
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methods show poor effect in a complex situation as their limited use of features.
The proposed method in this paper, Gradient Center Tracking (GCT ), is also
based on brightness gradient and image filter, however, we redefine the gradient
intensity of an edge by Directional Weighted Intensity (DWI) and set a track-
ing strategy Inherited Edge Detection (IED) with special starting points to
effectively detect contours with less clutters. Directional structure elements help
to complete our detected contours comparing to Canny results. In the second
category, the modern methods [6,13] show the state-of-the-art performance in
some specific high-level applications such as object segmentation. However, there
are still two main problems remained. (1) The modern edge detection methods
are always much more complex in computation and demand higher-performance
equipment. (2) They fail to meet the single response rule, which means that
only one point should be detected for each given edge. This rule is declared by
Canny and widely accepted in this filed. On the contrary, our GCT method is
lightweight and fully meet the single response rule. Furthermore, for the contour
detection task, both these two categories are two-step methods that they first
detect edges independently, then connect them into contours by post process,
such as topology coding [21]. On the contrary, our GCT method gets contours
and edges simultaneously, which means no post process is needed and the detec-
tion result can apply to some subsequent work directly, such as segmentation
task.

In recent years, the research on edge detection has developed into different
directions to serve different applications. For examples, most of the learning-
based methods are used in the object segmentation task [3,6,13]. While classical
edge detection methods like Canny and lots of other improved method based
on Canny [8,11,12,16,22,25] are widely adopted in the situation with simpler
scene and high real-time requirements, such as the detecting tasks in indus-
trial application. This paper presents a new lightweight edge detection method,
Gradient Center Tracking (GCT ), to extract the main contours including the
boundary and the structural lines of the objects in a gray image. This method
tracks the center curve of a contour in the gradient image and detect edges while
tracking. It presents the result with more complete contours and less clutters.
It outperforms Canny detector and shows better results than several learning
based methods in some application, such as the industrial scene.

The main contributions of this paper are as follows. (1) Propose a novel
method, GCT , to unite edge detection and contour detection. (2) Propose a new
local searching scheme based on the edge correlation and contour continuity. (3)
Redefine the gradient intensity of an edge as weighted intensity along a certain
direction (DWI).

Before the detailed description, it is necessary to explain the relationship
among an edge, contours and edges. In this paper, an edge is defined as a detected
point in an image, and “edges” means the detection result which can be divided
into several contours according to visual perception. The details of GCT method
are stated in Sect. 2 and the results of our experiment are presented in the Sect. 3.
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Fig. 1. Illustration of the GCT method. From (a) to (e): gradient image, searching new
starting point, IED and DWI, tracking all the contours, detection result. Firstly, blur
the source image to get a gradient image, then search a new starting point and apply
the inherited edge detection method (IED) and a new defined edge intensity (DWI)
to repeatedly find the “next edge” to complete the current contour. All the contours
form the detection result.

2 Gradient Center Tracking Method

This paper proposes the Gradient Center Track method (GCT ) to make full
use of the edge correlation and contour continuity. Following this idea, the GCT
method is designed as shown in Fig. 1. A given image will first be smoothed
by Sobel or other detectors to compute the gradient image. Then GCT method
begins by searching starting points in the gradient image and extend the contour
by tracking the center of the high intensity band. While tracking, the Inherited
Edge Detection (IED) strategy is applied to decide which point should be the
next edge in current contour. A new definition of edge intensity marked as Direc-
tional Weighted Intensity (DWI) is used here. GCT method will repeatedly
search a new starting point and track contours until all the contours are found.

2.1 Starting Point Selection

The first step of GCT method is to find a starting point. Figure 2 shows the
strategy to select the starting points. It will first find a rough staring point and
then modify it to be a real one. The GCT method sets a high enough threshold
Ts in the gradient intensity and search the whole gradient image to choose the
rough starting points. During this searching process, it skips the points that have
been marked as edges already. Usually, a rough starting point is not a real edge,
even though it is always close to the center of the gradient band.

In order to find a better starting point, the GCT method extends the rough
starting point along the positive direction of the image coordinate axes, and then
compute the weighted intensity to choose the best starting point. For example,
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Fig. 2. Illustration of starting point searching in the gradient image. Every small square
represents a pixel point, and there are two strong contours in this small picture. The
searching will skip the first contour as it has already been detected (paint in green),
then choose the point S (the single point with red box) and extend along the positive
directions (the yellow boxes), next value each extended points by weighted intensity

(the 3× 3 region with red boxes), finally modify S into S
′
(the single point with green

boxes). (Color figure online)

if the rough starting point is P (x, y), then all the points P (x+ 1, y), P (x+ 2, y)
. . . P (x + t, y) and P (x, y + 1), P (x, y + 2) . . . P (x, y + t) (t is set to be 5 in
our experiment) will be valued by weighted intensity in a small region (a 3 × 3
region is used in the experiments), and the point with the highest intensity will
be chosen to be the real starting point.

2.2 Define an Edge by Directional Weighted Intensity

For most of the exist edge detection methods, a prescribed gradient intensity
threshold is required and the edges are the points with gradient intensity higher
than the threshold. They use only the intensity of the point itself to compare with
the threshold. However, this definition is based on a hypothesis that all the real
edges have the local highest intensity. But it is difficult to make this assumption
come true in many cases. For example, with noise in it, sometimes the intensity
of the real edge may be a little lower than its neighbor points, although both
the intensity of them are higher than the threshold. In this situation, the real
edge will be abandoned for its non-maximum intensity according to the general
edge definition.

Fig. 3. Structural elements for direction expansion.

In this paper, the intensity of the edge is redefined as the weighted intensity
along a directional, marked as DWI. The direction depends on the precious edge
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in the same contour. This definition contains the edge correlation and contour
continuity, which can better represent the gradient intensity of a real edge to a
certain extent. The advantage of this definition is showed in our experiment in
Sect. 3. In our method, to match this definition, we set structural elements, such
as rectangle kernel and diagonal kernel, to compute the DWI along a certain
local direction, which helps to track the contours in our Inherited Edge Detection
method (IED). Figure 3 shows the Directional kernels.

2.3 Inherited Edge Detection Method

Ignoring the edge correlation and contour continuity, most of the gradient-based
edge detection methods detect edges individually. However, this paper takes full
consideration of them by proposing the Inherited Edge Detection method (IED).
Edge correlation and contour continuity is the fact that each edge in a contour
is connected to its last edge and next edge along the contour. We find that edges
in the same contour are most likely to distribute in a line segment along the
contour curve, especially in a very small region. While tracking a contour, the
position of the next edge is related to the positions of the current edge and the
previous edge. This helps us to find the points with the higher probability which
named candidate points in this paper, rather than searching 8-neighbor points or
4-neighbor points. After that, the remaining work is to find the real edge point
among the candidate points.

Fig. 4. Illustration of the inherited detection method (IED). The previous edge and
current edge form a small line (the green points), which leads to the candidate points
(the yellow points). Each kernel consists of three pixels and each candidate point uses
one kernel to compute the DWI. For horizontal and vertical line, apply one more kernel
to candidate point C2 and C3. (Color figure online)

Pnext = arg max(DWI(C1),DWI(C2),DWI(C3)) (1)

The Fig. 4 shows how the IED works. First of all, the starting point is set to be
the first edge of the contour, also be the previous edge at this moment. Then it
selects the second edge in 8-neighborhood to be the current edge at this moment.
Next it will choose edge candidates based on the positions of the previous edge
and the current edge. Focusing on a 3×3 region, the point, lying in the extended
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line formed by the previous edge and the current edge, is the first candidate point
C1. Then the two closest points to C1 are the other two candidates C2 and C3.
Afterward, the IED computes the DWI of each edge candidate and the next
edge Pnext which is defined in Eq. (1) should be the one with the highest DWI.
Finally, the previous edge and current edge is moved forward to find new next
edge.

Actually, this inherited method is not limited to a 3×3 kernel. We also tried
other sizes such as 5×5, 7×7. However, the size of 3×3 always performs better.
In practice, the GCT method uses the first edge and the second edge twice in
a contour. For the latter, it exchanges the roles of them and start new tracking
along the opposite direction of the contour.

2.4 Local Threshold

Canny method sets a high threshold and a low threshold to filter out the edges.
Points connected to the determined edge with the intensity higher than the low
threshold will be chosen to be the edge. The defect of this method is that the
thresholds, especially the low threshold are difficult to set in different applica-
tions. Too low a threshold can lead to too much noise or other useless edges,
and too high a threshold can make the contours incomplete. The essence of the
problem is that the thresholds of Canny method are global thresholds, not local
thresholds.

In this paper, for the edge detection, our tracking based method is natu-
ral equipped with the advantage of local thresholds. Firstly, while detecting, it
focuses on a local region and chooses the point with highest DWI. This strat-
egy shows a similar effect to non-maximum suppression but simpler. Secondly,
it searches the starting point for every contour, and once a contour is chosen,
the edges in this contour will be detected. For example, it is assumed that P
and Q are two points where P is located in a detected contour while Q is not. In
this situation, even the intensity of Q is higher than P , Q will not be detected
as an edge. The advantage of this strategy is obviously that only the edges in
strong contours will be detected, meanwhile, the very week contours and others
like small spots in the image will be discarded. Deeply, for the detected contours,
they tend to be more complete than the result using other detectors like Canny.
Experiments in Sect. 3 show the advantage of this strategy.

2.5 Ending Conditions and Coding the Contour

The GCT method needs an ending threshold Te which is always much lower
than the starting point, even lower than the low threshold of Canny in the same
situation. The first ending condition is set by Te. The tracking will stop when:

– the intensities of the candidates are all lower than the ending threshold Te;
– it reaches the boundary of the image;
– it hits the points that have been marked as the edges.
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Each contour will be coded with a unique number from the very beginning.
For the third ending condition, the GCT records the number of the hit contour.
This record table will help to merge the contours and compute some statistics to
get the feature of the contours, such as the length of the contour or the average
intensity of the contour. It’s useful if the user wants to do any subsequent work
based on edge detection or contours detection.

3 Experiment

The experiment consists of two parts. It first compares the detection results of
our GCT method to one classical method Canny [2] and two learning-based
methods SE [6], RCF [13]. Facing the fact in this field that there is not a
standard and uniform evaluation method to compare different edge detection
methods, especially for industrial application, we tried to make the compara-
tive experiment in this paper more comprehensive. The remaining part of this
section will show the experimental results when adjusting and improving the
GCT method with smooth filters, thresholds and kernels. Finally, we provide a
typical scheme of GCT method for general application.

3.1 Comparison Among Different Edge Detection Methods

As Canny is the most typical gradient-based edge detection method and our
GCT method is based on the brightness gradient as well, we compare these
two methods in same situation. The starting and ending thresholds of our GCT
method are set to be equal to the high and low thresholds of Canny respec-
tively. Meanwhile, both of these two methods use Gaussian filter with the same
kernel size 3×3. Another two edge detection methods SE and RCF are learning-
based methods and RCF achieved state-of-the-art performance on the BSDS500
benchmark. However, in industrial scene they fail to perform as well as in natural
scene. The original results of these learning-based methods are always coarse.
Here, we add extra non-maximum suppression to their results to thin the con-
tours before comparison. Note that the results of our GCT method are original
detection results without any post process. Deeply, our GCT result is already
merged into contours, but others are still independent edge points.

The test images in our experiments vary from simple structures to complex.
As shown in Fig. 5, our GCT method detects much more clean contours of the
objects than Canny and outperforms the SE and RCF in most of the contours.
To compare the details, we choose some regions of interest and enlarge them to
watch the contours in pixel level. Notice that in the realization of GCT method,
it is set to ignore the outermost 5 pixels of the source image which leads to
losing some edges at the outer boundary. A better result can be achieved by
using other boundary strategy such as adding another several columns and rows
before detecting. Even though, the results show that the detected contours of
our GCT method are more complete than others in most of the regions.
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Fig. 5. Detection results of Canny [2], SE [6], RCF [13] and our GCT method in
Industrial test images. SE and RCF are learning-based methods with coarse original
results. We add extra non-maximum suppression (NMS) to SE and RCF to thin the
contours, even though, our GCT contours are more clean with less clutters and more
complete for the detected contours.
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3.2 Different Scheme of GCT

In practice, we tried different schemes to meet different needs. In the comparison
experiment with other detectors, the Gaussian filter is used to smooth the test
images. However, there are some other choices, such as mean filter and bilateral
filter. Figure 6 shows part of the detection results of GCT method with different
smooth filters. The experiments show that all these three filters can help to detect
the contours of the objects with a clean surroundings (the column 2 to column
4 in Fig. 6). In some situations, bilateral filter leads to less clutters, however,
sometimes leads to the incompleteness of the edges. Bilateral filter takes much
more running time which is more than three times as much as Gaussian filter
takes under the experimental environment. The performance of Gaussian filter
and mean filter with the same kernel size is almost the same. While using these
two filters, the kernel size may affect the detection results. Which to choose is
depends on the application scene and the size of the image. One useful suggestion
is to use filters with larger size for larger images.

Fig. 6. In some situations, bilateral filter leads to less clutters, however, sometimes
leads to the incompleteness of the edges. Using directional kernels to redefine the
intensity of an edge (DWI) makes the contours more complete with less clutters.

While detecting the “next edge” in IED, we use the DWI to redefine the
intensity of an edge. The last column in Fig. 6 presents the detecting results with
the traditional strategy that only uses a single point value. On the contrary, other
columns are the results with DWI. Experiments show the advantage that the
results using DWI could better tracking the gradient center leading to more
complete contours.
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Ending threshold and starting threshold also affect the detection. One of the
starting threshold and ending threshold is set to be constant, meanwhile the
other one is adjusted to detect edges and compare the results of all images.
The experiments show that the detection results are insensitive to the ending
threshold. In practice, users can easily set the ending threshold as 20–40. On the
contract, the detection result is sensitive to the starting threshold. Users can get
detection results with different level by setting the starting threshold.

As a conclusion of this part, we could give a typical scheme of our GCT
method:

– Gaussian filter with the size of 3 × 3 to smooth the given image
– Sobel detector with the kernel size of 3 × 3 to get the gradient image
– For a gray-scale image, the ending threshold could be 20–40, and the starting

threshold could be 80–120
– Apply the inherited edge detection method with the kernel size of 3 × 3.

4 Conclusions

In this paper, we propose a novel pixel level edge detection method, GCT , by
tracking the center curve of the edge band in the gradient image. This method is
also a contour detection method for its detection result is presented by contours.
We describe the edge correlation and contour continuity, and then put forward
to the edge detection process, which is stated as the Inherited Edge Detection
method (IED) in this paper. This paper also redefines the intensity of the edge
by Directional Weighted Intensity (DWI), which helps to complete the con-
tours. Comparing to the classical Canny method, our GCT method focus on the
main structure of the object and achieves a much cleaner detection result with-
out redundant clutters. Meanwhile, the detected contours are continuous and
complete. Furthermore, our GCT method outperforms several learning-based
methods in industrial scene. A typical scheme to apply the GCT method is also
provided.
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