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Abstract. The recognition of Tibetan is of great significance to the study of
Tibetan culture while the progress of Tibetan character recognition is lagging
behind. Especially when there are not a large number of available training
samples, Tibetan character recognition is very difficult. So we propose a
recognition method for Tibetan characters based on component location infor-
mation without a large number of training samples. The proposed method
includes three main parts: (1) The segmentation of character and the extraction
of component which contain location information in the character; (2) Features
extraction and classifier design; (3) The superposition of component after
recognition and the retrieval of character. The testing results are: the recognition
rate of single component is 98.4%, the recognition rate of multilevel component
is 97.2%. It indicates that the method has a good effect on the recognition of
Tibetan character, and it is helpful for the recognition of Tibetan documents.
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1 Introduction

Tibetan is a minority nationality character which is used by 5 million Tibetan people in
China. There are two views on the origin of Tibetan character: One view is that the
Tibetan was created by a minister Tumi Sabza of Srongtsen Gampo’s in the seventh
Century. Another view is that the Tibetan was evolved from Zhang zhung character.
Tibetan is a special kind of phonetic character, whose longitudinal unit is a character,
and a character consists of at most 4 components. Syllables are the basic spelling units.
Each syllable consists of at most 4 characters, as shown in Fig. 1.

Compared with other languages, the progress of Tibetan recognition research is
relatively backward. However, the gap is gradually narrowing under the efforts of a lot
of scholars.
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In Printed Tibetan: Hua Wang carried on the preliminary study of Tibetan recog-
nition form the preprocessing, text line segmentation, feature selection and classifier
design [1]. By using the segmentation method based on the connected domain and the
extraction of the stroke feature based on the grid, Zhu Ou increased the recognition rate
of the Tibetan [2]. In order to improve the recognition rate, Yulei Wang extracted the
features of Tibetan characters based on Fractal Moments and improved rough mesh
method [3]. Yuzhen Baima proposed projection method based on network lattice which
is suitable for Tibetan recognition [4]. Wei Zhou proposed a Tibetan recognition
method based on geometry analysis of component [5]. In Handwritten Tibetan: Heming
Huang established the first off-line handwritten Tibetan recognition system [6].
Xiaojuan Cai proposed a feature extraction algorithm for off-line handwritten Tibetan
characters based on multi projection normalization, which further improved the
recognition rate [7]. By using HMM based on stroke type and the position relation
between strokes to improve the recognition performance [8], Weilan Wang designed a
complete online handwritten Tibetan recognition system [9], proposed a Tibetan
Sanskrit handwritten sample generation method based on component combination [10].
Longlong Ma proposed a semi-automatic component annotation method for online
handwritten Tibetan character database [11], a Tibetan component representation
learning method for component-based online handwritten Tibetan character recognition
[12], and a component segmentation-based recognition method for online handwritten
Tibetan syllables [13]. We propose a recognition method for Tibetan characters based
on component location information without a large number of training samples. The
rest of this paper is organized as follows.

Section 2 introduces printed Tibetan characters and components. Section 3 gives
the component segmentation method. The method of feature extraction and classifier
design is given in Sect. 4. Section 5 gives recognition process and result analysis.
Section 6 offers concluding remarks.

2 Tibetan Characters and Tibetan Components

Tibetan is a special kind of alphabetic writing that a character contains 1 to 4 com-
ponents which are superposed up and down. Most Tibetan recognition work is based
on characters, while the recognition work based on components is rarely. There are 534
printed Tibetan characters used frequently, while 231 components in totally. And the
231 component contains 51 single components, 180 deformation combination

Fig. 1. Example of Tibetan structure
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components. As for non-single that changes have taken place in the deformation
combination, so we take combination components as a whole, as shown in Table 1 and
Fig. 2. In fact based on components is a very useful method for Tibetan recognition
work especially when the training sample is insufficient. Tibetan characters have strict
distribution rules, which can help separation component easily. Based on component
can also help reduce the number of classification. Character is recognized by retrieving
Tibetan characters database after the components are recognized.

Table 1 is a character example in Tibetan characters database, “TibetOrder” is the
sequence number of the character in database, “Tibet” is a character, “ID” is the
database record number, “Sort” is the layer information of a component in a character,
and “Code” is the sequence number of component in the template. Figure 2 is all
Tibetan components which contain 51 single components and 180 deformation com-
bination components.

We proposed a recognition method for Tibetan characters based on components
location information. The stages of the proposed method are shown as follow.

(1) After the size transformation, the segmentation of the above vowel, the seg-
mentation of the below vowel and the segmentation of intermediate component,
the component containing location information are obtained.

(2) Feature extraction and classifier design.
(3) Calculate the matching degree using the Euclidean distance, screen out the top-ten

matching degree and the corresponding components.
(4) According to the recognition result of each component, retrieve and find out the

corresponding character in database.

3 Component Segmentation

Component segmentation based on the writing standard of Tibetan character, which
follow the sequence of above vowel, below vowel and intermediate component. The
component segmentation process is shown in Fig. 1.

In Fig. 3, “Above” indicates above vowel, “Below” represent below vowel and
“Single” indicates single intermediate component, “Double” refers to double inter-
mediate component.

Table 1. Example of Tibetan characters database.

ID Tibet TibetOrder Sort Code

144 82 1 41

145 82 2 3

146 82 3 161
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3.1 Above Vowel Segmentation

The above vowel is located on the baseline of the Tibetan character, the top 1/4 part of
an image. The above of the baseline is empty without above vowel. The specific
algorithms are as follows.

Step 1: Above vowel judgment.
The statistical number of handwriting points in the 1/5 section above the image, and

the numbers is replaced by “sup”. Column projection on the 1/5 section above the
image, Statistical the numbers that Greater than zero, and the numbers is replaced by
“tnum”. The method of judgment is shown in Fig. 4, “Cnum” represent the numbers of
columns. Experimental verification, when T is 5, there is the best result.

Fig. 2. All Tibetan components we used.
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Fig. 3. Component segmentation process
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Step 2: Find the segmentation point.
Image line projection, and the point near “Rnum/4”, which has minimum projection

value and has the maximum rate is the segmentation point. “Rowsnum” indicate the
numbers of lines.

Step 3: Above vowel segmentation.
Image segmentation based on segmentation point. Example of above vowel seg-

mentation is shown in Fig. 5.

3.2 Below Vowel Segmentation

The below vowel is located in the underneath, 1/4 part of image. The specific algo-
rithms are as follows.

Step 1: Below vowel judgment.
The statistical number of handwriting points in the bottom 1/5 section of the image

is replaced by sdown. Column projection on the 1/5 section bottom the image, Sta-
tistical the numbers that Greater than zero, and the numbers is replaced by “dnum”. The
method of judgment is shown in Fig. 6.

The numbers of “Cnum” indicate the number of columns.

Step 2: Find the segmentation point.
Projection in the right half of the image, and the point near “4*Rnum/5”, the

segmentation point is supposed to have minimum projection value. “Rnum” indicate
the numbers of lines.

Input  sdown

sdown
<T

Have vowelNo vowel

Dnum>
Cnum/3

Fig. 6. Below vowel judgment

Input  sup

sup<T

Have vowelNo vowel

tnum>
Cnum/3

Fig. 4. Above vowel judgment Fig. 5. Example of above vowel segmentation
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Step 3: Below vowel segmentation.
Starting from the right side of the image, if connected to a below vowel, disconnect

based on the segmentation point. If not connected, search the segmentation path along
the contour of below vowel. Figure 7 is the Example of below vowel segmentation.

Intermediate component Segmentation
There are only one or two layers of components in middle part, after above vowel

segmentation and below vowel segmentation. The specific algorithms are as follows.

Step 1: Judgment of the number of layers.
After removing the above vowel and below vowel, assume the number of hand-

writing points in the top half of the image is N, in the bottom half of the image is M.
Single component if M=N\T3, the middle part is called single component, and it is
called double component under the condition of M=N[ T3. The experiment proves
that the result is best when M is 0.9.

Step 2: Find the segmentation point.
Projection the image, and the point near the middle position of the image, which

has minimum projection value is the segmentation point.

Step 3: Intermediate component segmentation.
Image segmentation is based on segmentation point. Example of intermediate

component segmentation is shown in Fig. 8.

3.3 Special Circumstances Process

(1) Sometimes the segmentation of above vowels may makes mistakes, as is shown in
Fig. 9. In this case we can use the minimum rectangle to extract the correct top
component. As is shown in Fig. 10.

(2) Sometimes the deformation combination of some components will be considered
as a single component, which is shown in Fig. 11. So we consider the result of the
deformed combination as a component and increase the number of components in
the template.

Fig. 7. Example of below vowel segmentation

Fig. 8. Intermediate component segmentation
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4 Feature Extraction and Classifier Design

4.1 Component Feature Extraction

168 features are extracted altogether, and the images involved are original component
image, remove position information image, skeleton image and edge image. As is
shown in Fig. 12(a)–(d). All image normalization, 100 rows and 50 columns.

The feature extraction algorithm of the component is as follows.

Step 1: Feature extraction of original image
The original image refers to the component image come form template or character

segmentation. The original image contains the location information of the component
distribution. And the distribution information of different components is different. Four
features are extracted from the original image: The ratio of black pixel points, the
number of rows with black pixel points, the position of first and the last row with black
pixel points.

Step 2: Feature extraction of remove position information image
After minimum rectangle frame processing, image extends to the original size. And

the image is divided into 16 parts using an elastic grid. 23 features are extracted from
the remove position information image: The ratio of black pixel points, position of grid
line and the position of first black pixel point per line in each part.

Step 3: Feature extraction of skeleton image
After skeleton processing of the original image, we get the skeleton image. 41

features are extracted from the skeleton image: rough periphery and inner profile.

Fig. 9. Error segmentation example Fig. 10. Correct segmentation example

Fig. 11. Component deformation combination

(a)      (b)      (c)    (d)

Fig. 12. (a) (b) (c) (d) Image used to extract feature
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Step 4: Feature extraction of edge image
After edge processing of the original image, we get the edge image. And the image

is divided into 25 parts averagely. Statistical directional line information in each part
and 100 features are extracted.

4.2 Classifier Design

Euclidean distance is used to calculate the matching degree between the test compo-
nents and the components in the template. Di indicate the matching degree between the
test components and the i-th components in the template. And the range of number “i”
is 1 to 231. As shown in (1).

Di ¼
Xm

j¼1

ðxj � xi; jÞ2 ð1Þ

Where m indicate the total number of feature values, xj and xi, j represents the j-th
feature value of test component and the j-th feature value of i-th components in the
template.

5 Analysis of Experimental Results

The method is carried out after line and character segmentation. Figure 13 is a part of the
Tibetan document image. Figure 14 is line segmentation results. Figure 15 is the
recognition results of Fig. 14(a), and the results are . It can be seen
from the recognition example that our method has a satisfactory recognition result. For
the experiments 100 Tibetan printed document images are used, and the recognition rate
of single component is 98.4%, the recognition rate of multilevel component is 97.2%.

Fig. 13. Tibetan printed document example

(a)

(b)                                       (c) 

Fig. 14. (a) (b) (c) line segmentation results
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After analysis, we can see that there are two main reasons for wrong recognition.
One is caused by the line or character segmentation error, which may cause some
character information to lose or increasing noise. And another is caused by components
segmentation error, which segmentation points are judged mistakenly. Wrong seg-
mentation point cause wrong segmentation results and lead to wrong recognition results
certainly, which is the reason why multi-layer character recognition rate is lower than
single-layer character.

Fig. 15. Recognition example

Fig. 16. Black body Fig. 17. Long body

Research on the Method of Tibetan Recognition 71



We also tested four other Tibetan fonts that include Black body (see Fig. 16), Long
body (see Fig. 17), Round body (see Fig. 18) and Bamboo body (see Fig. 19), which
recognition rate is 96.3%, 92.1%, 95.8% and 93.3% in the 50 sets of test samples. From
the test results, we can see that the recognition effect of Black body and Round body is
better than Long body and bamboo body. This is because that the change of Long body
and Bamboo body is larger than that of Black body and Round body compared with the
commonly used Tibetan fonts, which is the template we use. So it is easy to make
mistakes when components are segmented, which lead to the component contain noise
or some information lost. And then the result of the character recognition is wrong.
Although these Tibetan fonts are slightly different from the commonly used Tibetan
fonts, but the recognition rate has not been greatly affected. This also can prove that the
characteristics extracted are effective.

6 Conclusions

This paper propose a recognition method for Tibetan characters based on component
location information when lack a large number of training samples. The main work
includes: the extraction of component which contain location information, features
extraction based on four kinds of images, classifier training, superposition of compo-
nent and the retrieval of character based on component location information database.
The single-layer character recognition rate for this method is 98.4%, and 97.2% for
multi-layer character. It is found that the effect of component segmentation directly
affects the recognition of character. So the optimization of component segmentation
algorithm is the focus of further research.
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Fig. 18. Round body Fig. 19. Bamboo body
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