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Abstract. Visible watermark is extensively used for copyright protec-
tion with the wide spread of online image. To verify its effectiveness,
there are many researches attempt to detect and remove visible water-
mark thus it increasingly becomes a hot research topic. Most of the
existing methods require to obtain the prior knowledge from watermark,
which is not applicable for images with unknown and diverse water-
mark patterns. Therefore, developing a data-driven algorithm that suits
for various watermarks is more significant in realistic application. To
address the challenging visible watermark task, we propose the first
general deep learning based framework, which can precisely detect and
remove a variety of watermark with convolutional networks. Specifically,
general object detection methods are adopted for watermark detection
and watermark removal is implemented by using image-to-image transla-
tion model. Comprehensive empirical evaluation are conducted on a new
large-scale dataset, which consists of 60000 watermarked images with 80
watermark classes, the experimental results demonstrate the feasible of
our introduced framework in practical. This research aims to increase
copyright awareness for the spread of online images. A reminder of this
paper is that visible watermark should be designed to not only be striking
enough for ownership declaration, but to be more resistant for removal
attacking.
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1 Introduction

Image, serving as an important information carrier for E-commercial and social
media, is widely employed and rapidly spreads nowadays. In modern life, many
online images are embedded with visible watermarks for ownership declaration.
In order to avoid the misuse of copyrighted images, it requires to perform water-
mark detection upon images before we use these images. Therefore, it is necessary
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to develop a watermark detector that is able to automatically and accurately
detect visible watermarks in images. Furthermore, as visible watermark plays an
important role in copyright protection, for purpose to verify its effectiveness, a
number of scientists attempt to attack it by removing watermark from images
after detection. Visible watermark detection and removal increasingly becomes
a hot research topic [1–6].

Developing robust visible watermark detection and removal methods remain
as a challenging task due to the diversification of visible watermarks. More specif-
ically, visible watermarks may consist of texts, symbols or graphic etc, leading
to the challenge of extracting discriminative feature from unknown and diverse
patterns of watermarks. In addition, the variations of the shape, location, trans-
parency and size of the watermarks in various sorts of watermarked image makes
it hard to estimate the area of watermark in practical situation.

Although researchers have extensively explored the visible watermark detec-
tion and removal problems [1–6], these works require handcraft feature from
images which highly depends on the prior knowledge. Thus, developing a fea-
sible approach that is able to tackle aforemention challenges for watermarked
images remains to be an unsolved problem. Recently, despite deep convolutional
networks have shown their strong performance on feature representation for com-
puter vision problems through taking advantage of massive image data, there
is a lack of deep learning method for watermark detection as well as removal,
and a lack of large-scale watermark dataset. Due to this fact, we contribute a
large-scale watermark dataset and further utilize deep learning to generalize the
detection and removal of unknown and diverse watermark patterns.

In this work, we propose a new visible watermark processing framework con-
sisting of the robust large-scale watermark detection and removal components.
Both of watermark detection and removal are build upon deep convolutional net-
works. Generally speaking, we exploit the trained watermark detector to locate
the area where there is a watermark, which will be cropped out and used for
the removal. To be more specific, we adopt the framework of current state-of-
the-art object detectors as our watermark detection basic network, which is fur-
ther implemented to be suitable for detecting and locating visible watermarks in
images. In the removal procedure, we cast the watermark removal into an image-
to-image translation problem, where we propose a full convolutional architecture
to transfer the watermarked pixels into the original unmarked pixels effectively.
Finally, both components are able to collaborate together to perform visible
watermark detection and removal tasks automatically and consistently.

In summary, the main contributions of this work are: (1) It is the first work
that formulate the visible watermark detection as an object detection problem
and adapt existing detectors to make them suitable for automatical watermark
detection. To achieve this, we contribute a new large-scale visible watermark
dataset with dense annotations to facilitate the lack of large-scale image dataset
for visible watermark detection task. (2) We propose an integrative deep learn-
ing based framework to fully address the visible watermark processing problem
including detection and removal. Moreover, extensive comparison experiments



Large-Scale Visible Watermark Detection and Removal 29

are conducted to evaluate our proposed framework and the experimental results
demonstrate the effectiveness and efficiency of our proposed framework for com-
plex visible watermark detection and removal tasks in real-world scenarios.

2 Related Work

Watermark Detection and Removal. In watermark detection and removal
literature, existing methods can be divided into two categories: (a) single image
schemes [1–3]. (b) stock images schemes (a large stock of images with same type
of watermark) [4,5]. For single image schemes, Santoyo-Garcia et al. [1] pro-
posed to decompose a watermarked image and then distinguish the watermarked
area from the structure image. Pei and Zeng [2] utilized Independent Compo-
nent Analysis (ICA) for watermarked image recovery. These methods have to
extract handcraft features from the whole watermarked image, which makes it
very inefficient for these methods to be implemented for detecting and removing
watermarks with diverse visible patterns. As for stock image schemes, Dekel et
al. [4] proposed to estimate the outline sketch and alpha matte of watermarks
from a batch of images. In this case, visible watermarks are regarded as fore-
grounds, whose attributes are required to be the same. Xu et al. [5] proposed
an watermark removal technique which assumes the pending images have the
same resolution and watermark region as those of training images. Despite the
stock-based approaches can estimate the outline of watermark for stock images,
these methods are not suitable for detecting and removing watermarks in real-
world scenarios where the images are high potentially marked with unknown
watermarks or the pattern of watermarks in different images might be distinct.
To overcome these challenge, we proposed a new deep learning based framework
which can effectively detect and remove watermark with unknown patterns.

Object Detection. Since we formulate the watermark detection as an object
detection task in this paper, existing generic object detectors are related to ours.
Currently the deep learning based object detection methods can be divided into
two-stage approaches [8–10] and one-stage methods [11–15]. Since the one-stage
methods take privilege of their high effectiveness and efficiency, they become
the mainstream of object detection. For example, YOLOv2 and RetinaNet can
obtain the state of art performance in accuracy with high speed (i.e. performing
real-time object detection).

Image Inpainting. Related to watermark removal, image inpainting inpaints
missing regions in an image, which gains huge benefit from a variety of Gener-
ative Adversarial Networks (GAN) based models [16,17]. Different from image
inpainting, in visible watermark removal, those pixels in watermarked area are
not missing. They instead embedded some background information. Hence, in
this work, we utilize the generator architecture to achieve the transformation
between watermarked pixels and unmarked pixels, which is proved to be very
effective in our work.
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3 Methodology

In this work, we aim at automatically and precisely detecting unknown and
diverse visible watermarks in images and exploring watermark removal in an
effective and efficient way. In this section, we present our visible watermark
processing framework. Firstly, a large-scale image dataset for visible watermark
processing is introduced. In general, our whole pipeline can be divided into two
separate modules: (1) the watermark detection module and (2) the watermark
removal module. To be more specific, we illustrate our watermark detection
module which is built on the existing deep learning based general object detection
methods in Sect. 3.2 and the watermark removal one is detailed in Sect. 3.3. The
illustration of our proposed visible watermark processing framework is shown in
Fig. 1.

Fig. 1. The pipeline of our visible watermark processing framework. In the period of
detection, the goal is to judge whether a image has watermark and locate the water-
marked area (the red box). Then, we enlarge the detection boundingbox (the yellow
box) and crop the watermarked patch to generate the input for watermark removal.
(Color figure online)

3.1 Large-Scale Visible Watermark Dataset

At present there is no watermarked image dataset available for large-scale vis-
ible watermark detection and removal. To fill this gap, we contribute a new
watermarked image dataset, containing 60000 watermarked images made of 80
watermarks, with 750 images per watermark. Specifically, the original images
used in the training and test sets are randomly chosen from the train/val and
test sets in PASCAL VOC2012 dataset [18] with replacement respectively. The
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80 categories of watermarks cover a vast quantity of patterns, including English
and Chinese, which are collected from renowned E-commercial brand, websites,
organization, personal, and etc (see Fig. 2(a)). The entire watermarks are trans-
fered into binary image with alpha channel for opacity setting. Furthermore,
the size, location and transparency of each watermark in different images are
distinct and set randomly. The diversity of watermarks makes our dataset more
general (see Fig. 2(b)).

Another important distinction between our dataset and the conventional
small-scale watermark dataset [4] is the watermarks in training set are not used
for constructing images in test set. To be more particular, in existing watermark
dataset, watermarks in training set and test set are exactly the same. This would
lead to the situation where the watermark detector trained on such dataset can
not work well on detecting unknown watermarks in images, which is impractical.
Therefore, to meet the demand of watermark detection in real-world scenarios,
in our dataset, watermarks in test set are different from those in training set.
More specifically, train set contains 80% sorts of watermark and the test set
includes the remaining.

In traditional pattern recognition tasks, object annotation is a time-
consuming and tedious procedure. During generating watermarked image, we
save the location size of the embedded watermark and original image at the same
time. With our large-scale visible watermark dataset, it is possible to develop
a significant deep learning based framework for facilitating visible watermark
tasks.

(a) Examples of watermarks from our dataset (b) Examples of images from our dataset

Fig. 2. The diversity of our proposed large-scale watermark dataset.

3.2 Visible Watermark Detection

Visible watermark detection, one of fundamental topics in the computer vision
field, is essential for various important applications, such as intellectual prop-
erty protection in e-commerce, copyright declaration for business intelligence,
and visual online advertising, etc. In this work, instead of directly exploiting an
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existed watermark detector to detect watermarks at the beginning of our water-
mark processing framework, we consider to develop a new and more robust one.

From the machine learning perspective, watermark detection can be viewed
as an two classification task, where the cropped image patches are classified into
the watermark or background category. However, in real-world scenarios, images
always contain various contents and the pattern, content, location, size, number
of the watermarks in images are unknown. Developing a robust method to detect
watermarks in images in the wild is inherent challenging and remains unsolved.
In this paper, we formulate watermark detection as an object detection problem.
Generally speaking, the recent deep learning based algorithms for generic object
detection, e.g. Faster RCNN [10] YOLO [11,12], RetinaNet [15] are appropriate
for our detection task.

Figure 1 shows the proposed deep learning based framework for watermark
detection in images. To be more specific, our model takes as input a watermarked
image and estimates the probabilities of all candidates with different scale and
ratio at all location in the image classified as the area which is tightly covered by
a watermark. Considering that the efficiency of watermark method is one of most
important criterions in watermark detection, we adopt the one-stage detection
methods in our watermark detection framework.

Thanks to the large-scale watermark dataset proposed in this work, our pro-
posed watermark detector can be trained effectively. More importantly, our pro-
posed method can detect watermarks in images effectively and efficiently under
unknown condition such as the unknown watermarks in images and so on.

3.3 Visible Watermark Removal

Once the watermarks in images are accurately detected, the detection results
can be used for further image-based watermarks processing such as watermark
removal, watermark recognition, etc. In this work, we mainly investigate the
former task, the watermark removal, and develop image transformation based
method for it.

Image transformation, where an image transformation model takes as input
an image and generate a different image to facilitate specific tasks, is one of the
popular computer vision topics. Examples like image denoising, super-resolution,
image style translation, etc., have taken significant steps since convolutional
neural network serves as an indispensable foundation for these works. Inspired
by the success of image transformation using deep learning technique [16,19],
we propose an effective visible watermark removal system based on deep neural
networks.

As shown in Fig. 3, the system consists of two components: watermark
removal network and loss network. Each watermarked patch x is fed into the
watermark removal network to obtain the estimated watermark free patch ỹ.
Then the L1 loss and perceptual loss are calculated based on the ground truth
and the estimated patches.

The whole network is trained to minimize the loss function via the combi-
nation of the two during training. During the test procedure, merely a forward
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transformation is required via passing watermarked patch through the water-
mark removal network.

Fig. 3. The illustration of our proposed system for visible watermark removal. We
leverage the U-net architecture for transferring visible watermarked patch into the
watermark free one. The difference between the outputed watermark free patch and
the ground truth watermark free patch is calculated using L1 loss, and perceptual loss
is exploited for measuring the perceptual features of visible watermark. Therefore, the
total loss of the watermark removal module during training process comprise the L1
loss and the perceptual one. The loss network for calculating perceptual loss is pre-
trained on ImageNet for image classification, which remains fixed during the training
process.

Network Architectures. Rather than transfering a whole image pixel-to-pixel,
our work focuses on partial transformation task (i.e. transfer a specific patch of
a image). More specifically, pixels inside the detected area are expected to be
recovered to unmarked condition, while those in unmarked area in the water-
marked image will remain unchanged. Specifically, we adapt the architecture of
our removal network as that of the U-net [7]. This network is mirror symmetrical
in structure, with skip connection between corresponding blocks. In this way, the
shallow features near to the input get combination with those high-level features
so that the low-level features such as location and texture of input image can be
preserved.

Objective Function. The L1 loss penalizes the pixel distance between the
ground truth and the output, which has been proved to have good performance
in matching the pixel value of the input with those of the ground truth, and
synthesizing the output [16]. Hence it is adopted in our network and is denoted
as LL1.

LL1(x, y) = ‖f(x) − y‖1 , (1)

where x denoted as an input watermarked patch detected and cropped from an
watermarked image, y refers to the ground truth patch without watermark. f(x)
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is the output of U-net. As L1 loss is calculated based on per-pixel value in a whole
image, it will be huge when each pixel has a small change and the image has little
difference in visual. Besides, as the perceptual loss, which has been proved to be
efficient in capturing the semantic information of the source image, depends on
high level feature from convolutional layer, using perceptual loss can result in
a more realistic output. Supposed the feature size of the jth convolutional layer
of loss network is Cj × Hj × Wj , the convolutional transformation is denoted
as Φj and ỹ is the estimated watermark free patch which is equal to f(x). The
formulation of the perceptual loss can be expressed as:

LΦ,j
pl (ỹ, y) =

1
CjHjWj

‖Φj(ỹ) − Φj(y)‖22 . (2)

In our work, we leverage the relu2 2 feature from VGG-16, which is similar to
the work in [19]. Consequently, in order to obtain a more visual pleasure results
for visible watermark removal, we combine benefits of these two loss functions,
which can keep the details of input information as well as the perceptual infor-
mation. Thus, the objective function of our removal network is:

Lwhole = LL1 + αLΦ,relu2 2
pl , (3)

where α � 0 is a weight for regularizing the effect of L1 loss and perceptual loss.

4 Experiments

In order to evaluate our proposed framework, we conduct comprehensive exper-
iments on our large-scale visible watermark dataset introduced in Sect. 3.1. In
this work, both components in our proposed framework, the watermark detec-
tion and removal modules, are evaluated and the experiments are conducted on
a computer cluster equipped with NVIDIA Tesla K80 GPU with 12 GB memory.
The experimental details of these two components are illustrated and analyzed
individually. It should be noted that existed methods cannot handle images with
unknown watermark patterns, thus they are not suitable for the case that we
deal with in this paper.

4.1 Visible Watermark Detection

Settings. We presume the proposed watermark detection framework can take
any recent deep learning algorithms for generic object detection. In our work, one
two-stage method Faster RCNN [10] and two one-stage methods YOLOv2 [12]
and RetinaNet [15] are adopted to verify our assumption. In order to make the
generic object detector suitable for watermarks detection in images, we adapt
the number of class to two (i.e. watermark or background), and follow the train-
ing strategy on object detection [10,12,15] to train our watermark detection
networks.
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Fig. 4. Evaluation of Intersection over Union (IoU) parameter settings for watermark
detection performance (AP)

Table 1. Evaluation of visible watermark detection

Method AP50:95 AP50 AP75

Faster RCNN 40.0 94.0 20.5

YOLOv2 69.9 93.4 29.4

RetinaNet 72.0 94.1 41.4

As we fomulate visible watermark detection as an object detection task, we
follow the standard object detection evaluation metric to validate the effective-
ness of our visible watermark detector, which is the Average Precision (AP)
under defined Intersection over union (IoU).

Results and Analysis. Figure 4 shows the AP curves versus IoU threshold
of the watermark detection models using Faster RCNN [10], YOLOv2 [12] and
RetinaNet [15]. From the figure, it is clear to see that the AP of the visible water-
mark detection models stays at around 100% when IOU is smaller than 0.4 and
the difference between these three models are very small. This promising results
imply that the visible watermark model which is obtained by finetuning exist-
ing object detection model on our visible watermark dataset can be effective
on detecting unknown visible watermark patterns. With the IoU increasing, the
AP curves drop dramatically. However, this has limited influence on our work as
watermark detection does not require very precise location of watermark bound-
ing box in real-world scenarios. Furthermore, it is evident that the watermark
detection model using one-stage method RetinaNet improves AP significantly
over Faster RCNN and YOLOv2. This indicates that the focal loss introduced
in RetinaNet can result in a more precise detection results for the small and
unapparent visible watermarks target.

To have a rounded analysis, we present the results of visible watermark detec-
tion in Table 1. The value of AP50:95, AP50 and AP75 are listed, where AP50:95
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Fig. 5. Visualization of detection examples on our large-scale watermark dataset with
RetinaNet. The red box with the predicted watermark confidence score shown on the
top of the box is predicted by our watermark detection model using RetinaNet, while
the blue box shown on the bottom of the blue box is the goundtruth with IoU ratio
between the groundtruth box and the predicted one. (Color figure online)

is the average of AP under IoU threshold ranging from 0.5 to 0.95. These results
validate the excellent performance of RetinaNet.

In order to evaluate the performance of our watermark detector, we visual-
ize the watermark detection results of some testing examples in our collected
dataset and show them in Fig. 5. The results in the figure indicate that our
watermark detector is strong enough to detect those watermarks with different
scales, transparency, location and various pattern from background clutter. It
verifies that fomulating the visible watermark detection as an object detection
task is feasible.

4.2 Removal

Settings. For visible watermark removal, we build up our U-net with four down-
sampling blocks. Specifically, the input patch and the ground truth one are
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cropped from the marked image and the source one according to the predicted
watermark bounding box of our watermark detection model using RetinaNet.
Here, the center of both cropped marked and ground truth patches center at
the center of the detected watermark bounding box and the size is 1.5 times
larger than that of the predicted watermark bounding box to ensure that the
watermark target can be included in the cropped patches. We further round
the size of both cropped patches (i.e. height and width of the patches) to be a
multiplier of 16, which is required to meet the input requirement of the U-net.
During training, we adopt Adam optimization algorithm with initializing the
learning rate as 2e−4, and the batch size is set to be 1. The α for regulating
perceptual loss and L1 loss is adjusted to 1e−6.

The metrics which we adopt to evaluate the effects of watermark removal
is the same as that of [4], including Peak Signal to Noise Ratio (PSNR) and
Structural dissimilarity Image Index (DSSIM), both of which are adopted to
measure the similarity between the predict watermark free patch and the ground
truth one.

Table 2. Evaluation of visible watermark removal

Metrics Input Perceptual loss L1 loss Ours

PSNR 20.65 29.86 30.42 30.86

DSSIM 0.103 0.051 0.045 0.043

Results and Analysis. We calculate the average value of PSNR and DSSIM
over the whole test set. Table 2 gives the PSNR and DSSIM of our model using
different types of loss. As shown in Table 2, our removal model can have signif-
icant improvement in comparison over the input image. Besides, the results of
the combination of the L1 loss and perceptual loss is shown to be better than
those of single type of loss.

As shown in Fig. 6, despite the pattern of watermarks in images shown from
the first row to the fourth row is quite diverse, our watermark removal algo-
rithm performs well on removing visible watermarks. More specifically, some
watermarks are some English words or letters, while some of them are the com-
bination of English words, Logo and etc. However, our proposed method is able to
extract the invariant feature of the watermarks and generate the image patches
which is almost the same as the original ones. In addition, we report the removal
results of our model using different sorts of loss, which are subtle distinct. The
results in Fig. 6 indicate that our model using the loss combining the L1 loss
as well as perceptual loss can exploit the strength of both loss to wipe out the
visible watermarks and meanwhile keep the fine details of the source images,
yielding powerful reconstruction performance.

We also conduct experiments to compare the performance of different archi-
tectures. Observing the results of the encoder-decoder architecture mentioned
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Fig. 6. Different losses induce different removal results. The last three column shows
the output results trained under a different loss.

in [16] (The encoder-decoder is created by severing the skip connections in the
U-Net), we find that it alters the global brightness and there exists local water-
mark residual in local area. Thus the watermarked patch is hard to be restored
to get similar to its watermark free condition. The outputs of U-net architec-
tures are more similar to the ground truth patches, which is applicable for our
removal task. The results in Fig. 7 demonstrate that our U-net architecture is
more effective, as it does not break surrounding information by allowing low-level
information to be shortcut across the network.

Fig. 7. Example results of different architectures and images of the groundtruth. These
experimental results demonstrate that the U-net architecture can be more effective for
visible watermark removal.

4.3 Discussions

Our experiments show that our proposed framework can effectively deal with
the large-scale visible watermark tasks. For watermark detection, our water-
marks detection model using one-stage method RetinaNet perform very well on
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detecting visible watermark. During watermark removal, the size of bounding
box is expanded to a little larger than the size of the detected watermark patch
to alleviate the effect of partial detection, and our network can adaptively trans-
form the marked pixels to watermark free ones and do not corrode the other
pixels at the same time. Therefore, setting a small IoU threshold to capture
the watermarked patches as much as possible, and then expanding and inputing
these patches into our removal net, can ensure the performance of our proposed
framework.

5 Conclusion

This paper presents a new deep learning based framework for large-scale visible
watermark processing tasks, which consist of two components: (1) watermark
detection, which is fomulated as an object detection task. (2) watermark removal,
which is transferred into an image-to-image translation problem. Besides, we
build a large-scale visible watermark dataset for training and evaluating deep
learning based framework for watermark detection, watermark removal and so
on. In addition, extensive experiments are conducted to verify the feasible of our
proposed pipeline. Experimental results show that our proposed framework is
effective on watermark detection and removal.
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on paper writing.
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