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Abstract. In this paper, we propose an online Multi-Object Tracking
(MOT) approach which integrates the merits of single object tracking
and data association methods in a unified framework to handle noisy
detections and frequent interactions between targets. Specifically, for
applying single object tracking in MOT, we introduce a cost-sensitive
tracking loss based on the state-of-the-art visual tracker, which encour-
ages the model to focus on hard negative distractors during online learn-
ing. For data association, we propose Dual Matching Attention Networks
(DMAN) with both spatial and temporal attention mechanisms. The
spatial attention module generates dual attention maps which enable
the network to focus on the matching patterns of the input image pair,
while the temporal attention module adaptively allocates different levels
of attention to different samples in the tracklet to suppress noisy obser-
vations. Experimental results on the MOT benchmark datasets show
that the proposed algorithm performs favorably against both online and
offline trackers in terms of identity-preserving metrics.

Keywords: Multi-Object Tracking · Cost-sensitive tracking loss
Dual Matching Attention Network

1 Introduction

Multi-Object Tracking (MOT) aims to estimate trajectories of multiple objects
by finding target locations and maintaining target identities across frames.
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In general, existing MOT methods can be categorized into offline and online
methods. Offline MOT methods use both past and future frames to generate
trajectories while online MOT methods only exploit the information available
up to the current frame. Although offline methods have some advantages in
handling ambiguous tracking results, they are not applicable to real-time vision
tasks.

Recent MOT methods mainly adopt the tracking-by-detection strategy and
handle the task by linking detections across frames using data association algo-
rithms. However, these approaches heavily rely on the quality of detection results.
If the detection is missing or inaccurate, the target object is prone to be lost. To
alleviate such issues, recent methods [10,53] exploit single object tracking meth-
ods for MOT. A single object tracker uses the detection in the first frame and
online updates the model to find the target in following frames. However, it is
prone to drift when the target is occluded. In this paper, we combine the merits
of single object tracking and data association in a unified framework. In most
frames, a single object tracker is used to track each target object. Data associa-
tion is applied when the tracking score is below a threshold, which indicates the
target object may be occluded or undergo large appearance changes.

The main challenge to use a single object tracker for MOT is to cope with
frequent interactions between targets and intra-class distractors. Existing single
object tracking methods usually suffer from the data imbalance issue between
positive and negative samples for online model updates. In the search area of a
tracker, only a few locations near the target center correspond to positive sam-
ples while all the samples drawn at other positions are negative samples. Most
locations from the background region are easy negatives, which may cause ineffi-
cient training and weaken the discriminative strength of the model. This problem
is exacerbated in the context of MOT task. If a model is overwhelmed by the
easy background negatives, the tracker is prone to drift when similar distractors
appear in the search area. Thus, it is imperative to focus on a small number of
hard examples during online updates to alleviate the drifting problems.

For data association, we need to compare the current detected target with
a sequence of previous observations in the trajectory. One of the most com-
monly tracked objects in MOT is pedestrian where the data association problem
is also known as re-identification with challenging factors including pose varia-
tion, similar appearance, and frequent occlusion. In numerous public person re-
identification datasets (e.g., [30–32]), pedestrians given by manually annotated
bounding boxes are well separated. However, detected regions in the context of
MOT may be noisy with large misalignment errors or missing parts as shown
in Fig. 1(a). Furthermore, inaccurate and occluded observations in the previous
trajectory likely result in noisy updates and make the appearance model less
effective. These factors motivate us to design an appearance model for effective
data association in two aspects. First, to cope with misaligned and missing parts
in detections, the proposed model should focus on corresponding local regions
between observations, as presented in Fig. 1(a). Second, to avoid being affected
by contaminated samples, the proposed model should assign different weights to
different observations in the trajectory, as shown in Fig. 1(b).
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We make the following contributions in this work:

• We propose a spatial attention network to handle noisy detections and occlu-
sions for MOT. When comparing two images, the proposed network generates
dual spatial attention maps (as shown in Fig. 1(a)) based on the cross sim-
ilarity between each location of the image pair, which enables the model to
focus on matching regions between the paired images without any part-level
correspondence annotation.

• We design a temporal attention network to adaptively allocate different
degrees of attention to different observations in the trajectory. This mod-
ule considers not only the similarity between the target detection and the
observations in the trajectory but also the consistency of all observations to
filter out unreliable samples in the trajectory.

• We apply the single object tracker in MOT and introduce a novel cost-
sensitive tracking loss based on the state-of-the-art tracker. The proposed
loss enables the tracker to focus training on a sparse set of hard samples
which enhances the robustness to nearby distractors in MOT scenarios.

• We carry out extensive experiments against the state-of-the-art MOT meth-
ods on the MOT benchmark datasets with ablation studies to demonstrate
the effectiveness of the proposed algorithm.

)b()a(

Fig. 1. Sample detections in the MOT16 dataset [35]. (a) Top row: image pairs with
misalignments, missing parts, and occlusion. Bottom row: spatial attention maps for
each image pair. (b) Top row: target trajectory containing noisy samples. Bottom row:
temporal attention weights for corresponding images in the trajectory.

2 Related Work

Multi-Object Tracking. Existing MOT methods tackle the task by link-
ing the detections across consecutive frames based on the tracking-by-detection
paradigm. Numerous approaches [37,39,45,47,48,51,58] use detections from past
and future frames for batch processing. Typically, these methods model the MOT
task as a global optimization problem in various forms such as network flow
[14,51,58], and multi-cut [46–48]. In contrast, online MOT methods [10,27,53]
do not rely on detections from future frames and may not perform well when
target objects are heavily occluded or mis-detected. Thus, a robust appearance
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model is crucial for associating detections for online MOT. Recently, several
online approaches [2,10,27,36,42] using deep learning models have been pro-
posed. Leal-Taixé et al. [27] adopt a Siamese CNN to learn local features from
both RGB images and optical flow maps. In [42], Sadeghian et al. propose to
exploit the LSTM network to account for appearance modeling, which takes
images in the tracklet step-by-step and predicts the similarity score. In this work,
we introduce attention mechanisms to handle inaccurate detections and occlu-
sions. We show that the proposed online algorithm achieves favorable identity-
preserving performance against the state-of-the-art offline methods, even though
the offline methods have the advantage of exploiting global information across
frames.

Attention Model. A number of methods adopt attention mechanisms for var-
ious tasks such as image captioning [8,17,55], visual question answering [54,57],
and image classification [50]. A visual attention mechanism enables the model
to focus on the most relevant regions of the input to extract more discrimina-
tive features. In this work, we integrate both spatial and temporal attention
mechanisms into the proposed MOT algorithm. Our approach differs from the
state-of-the-art STAM metohd [10], which adopts the spatial-temporal attention
mechanism for online MOT, in three aspects. First, the spatial attention in the
STAM corresponds to the visibility map. Since the visibility map is estimated
directly from the detected image patch without comparison with the observa-
tions in the tracklet, it becomes unreliable when a distractor is close to the
target. In contrast, we exploit the interplay of the detection and tracklet to gen-
erate dual spatial attention maps, which is demonstrated to be more robust to
noisy detections and occlusions. Second, the STAM needs to synthetically gen-
erate occluded samples and the corresponding ground truth to initialize model
training while our spatial attention map can be learned implicitly without any
pixel-level annotation. Third, as the temporal attention value in [10] is generated
independently for each sample in the tracklet based on the estimated occlusion
status, it is less effective when the distractor appears in the tracklet. We take
the consistency of the overall tracklet into account and assign a lower attention
weight to a noisy sample that is different from most samples in the tracklet.

Data Imbalance. Data imbalance exists in numerous computer vision tasks
where one class contains much fewer samples than others, which causes issues in
training classifiers or model updates. One common solution [18,44] is to adopt
hard negative mining during training. Recently, several methods [6,34] re-weight
the contribution of each sample based on the observed loss and demonstrate
significant improvements on segmentation and detection tasks. In this work, we
propose a cost-sensitive tracking loss which puts more emphasis on hard samples
with large loss to alleviate drifting problems.
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Fig. 2. Proposed online MOT pipeline. This pipeline mainly consists of three tasks:
detection, single object tracking, and data association. The state of each target switches
between tracked and lost depending on the tracking reliability. Single object tracking is
applied to generate the tracklets for the tracked targets while data association compares
the tracklets with candidate detections to make assignments for the lost targets.

3 Proposed Online MOT Algorithm

We exploit both single object tracking and data association to maintain target
identities. Figure 2 illustrates the proposed online MOT pipeline. Given target
detections in each frame, we apply a single object tracker to keep tracking each
target. The target state is set as tracked until the tracking result becomes unreli-
able (e.g., the tracking score is low or the tracking result is inconsistent with the
detection result). In such a case, the target is regarded as lost. We then suspend
the tracker and perform data association to compute the similarity between the
tracklet and detections that are not covered by any tracked target. Once the lost
target is linked to a detection through data association, we update the state as
tracked and restore the tracking process.

3.1 Single Object Tracking

Since significant progress has been made on single object tracking in recent
years, we apply the state-of-the-art single object tracker in MOT. However, the
tracker is prone to drift due to frequent interactions between different objects.
To alleviate this problem, we propose a cost-sensitive tracking loss.

Baseline Tracker. We employ the method based on the Efficient Convolution
Operators (ECO) [12] as the baseline tracker. The ECO tracker achieves the
state-of-the-art performance on visual tracking benchmarks [25,33,38,52] and
its fast variant ECO-HC based on hand-crafted features (HOG [11] and Color
Names [49]) operates at 60 frames per second (FPS) on a single CPU, which is
suitable for the online MOT task.

We first briefly review the ECO formulation as it is used as part of the
proposed MOT algorithm. For clarity, we present the one-dimension domain for-
mulation like [12,13]. Denote x = {(x1)�, · · · , (xD)�} as a feature map with D
feature channels extracted from an image patch. Each feature channel xd ∈ R

Nd

has a resolution Nd. Different from conventional correlation filter based trackers,
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the ECO tracker interpolates the discrete feature channel xd to the continuous
domain [0, T ) and aims to learn a continuous T -periodic multi-channel convo-
lution filter f = {f1, · · · , fD} from a batch of M training samples {xj}M

1 by
minimizing the following objective function:

E(f) =
M∑

j=1

αj ‖Sf{xj}(t) − yj(t)‖L2 +
D∑

d=1

∥∥w(t)fd(t)
∥∥

L2 , t ∈ [0, T ). (1)

Here, the factor αj denotes the weight of the sample xj . The convolution oper-
ator Sf maps the sample xj to a score function Sf{xj}(t), which predicts the
confidence score of the target at the location t ∈ [0, T ) in the image. The label
function yj(t) is the desired output of the operator Sf applied to xj . The regu-
larization term uses a weight function w(t) to suppress boundary effects.

The objective function (1) can be transformed to a least squares problem in
the Fourier domain, which is equivalent to solve the following normal equation:

(AHΓA + WHW) f̂ = AHΓŷ. (2)

Here, the superscript H denotes the conjugate-transpose of a matrix. We let
f̂ = [(f̂1)�, · · · , (f̂D)�]� denote the non-zero Fourier coefficient vector of the
filter f , and let ŷ denote the corresponding label vector in the Fourier domain.
The diagonal matrix Γ = α1I⊕· · ·αMI contains the weight αj for each sample xj .
The matrix A = [(A1)�, · · · , (AM )�]� is computed from the values of samples
{xj}M

1 , while the block-diagonal matrix W = W1 ⊕ · · ·WD corresponds to the
penalty function w in (1). More details can be found in [12,13].

Cost-Sensitive Tracking Loss. Given an image patch, the ECO tracker uti-
lizes all circular shifted versions of the patch to train the filter. Detection scores
of all shifted samples compose the confidence map. Figure 3(a) shows the desired
confidence map for the bottom image patch. The red bounding box in the patch
corresponds to the target region. Most locations in the patch are labeled to near
zero while only a few locations close to the target center make up positive sam-
ples. Figure 3(b) shows the score map predicted by the ECO tracker. Beside the

Fig. 3. Visualization of the confidence map. The heat map in (a) presents the desired
confidence map for the bottom image patch while that in (b) shows the score map
predicted by the ECO tracker. (Color figure online)
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target location, the center of the object next to the target also gets high con-
fidence score in the middle heat map. Hence, these negative samples centered
at intra-class distractors are regarded as hard samples and should be penalized
more heavily to prevent the tracker from drifting to the distractor. However, in
the ECO formulation (1), the contributions of all shifted samples in the same
search area are weighted equally. Since most negative samples come from the
background, the training process may be dominated by substantial background
information and consequently degenerate the discriminative power of model on
hard samples centered at intra-class distractors.

To alleviate data imbalance, we propose a cost-sensitive loss to put emphasis
on hard samples. Specifically, we add a factor q(t) in the data term of (1) as

E(f) =
M∑

j=1

αj ‖q(t)(Sf{xj}(t) − yj(t))‖L2 +
D∑

d=1

∥∥w(t)fd(t)
∥∥

L2 . (3)

Here, we define the modulating factor q(t) as:

q(t) =
∣∣∣∣

Sf{xj}(t) − yj(t)
maxt |Sf{xj}(t) − yj(t)|

∣∣∣∣
2

. (4)

Hence, the modulating factor q(t) re-weights the contributions of circular shifted
samples based on their losses.

To make this loss function tractable to solve, we use the filter learned in the
last model update step to compute q(t). Thus, q(t) can be precomputed before
each training step. Similar to (1), we transform (3) to the objective function in
the Fourier domain and perform optimization by solving the following equation:

(
(QA)HΓ(QA) + WHW

)
f̂ = (QA)HΓQŷ, (5)

where Q denotes the operation matrix in the Fourier domain, which corresponds
to the factor q(t). Like (2), this equation can also be iteratively solved by the
Conjugate Gradient (CG) method with the same efficiency as the original ECO
formulations. Due to the space limit, the concrete derivation and solution of the
proposed cost-sensitive loss are provided in the supplementary material.

3.2 Data Association with Dual Matching Attention Network

When the tracking process becomes unreliable, we suspend the tracker and set
the target to a lost state. Then we exploit the data association algorithm to
determine whether to keep the target state as lost or transfer it to tracked. It
is intuitive to use the tracking score s (i.e., the highest value in the confidence
map) of the target to measure the tracking reliability. However, if we only rely
on the tracking score, a false alarm detection on the background is prone to
be consistently tracked with high confidence. Since a tracked target which does
not get any detection for several frames is likely to be a false alarm, we utilize
the overlap between bounding boxes given by the tracker and detector to filter
out false alarms. Specifically, we set o(tl,Dl) to 1 if the maximum overlap ratio
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between the tracked target tl ∈ Tl and the detections Dl in l frames before is
higher than 0.5. Otherwise, o(tl,Dl) is set to 0. We consider the mean value
of {o(tl,Dl)}L

1 in the past L tracked frames omean as another measurement to
decide the tracking state. Thus, the state of the target is defined as:

state =

{
tracked, if s > τs and omean > τo,

lost, otherwise.
(6)

Before computing the appearance similarity for data association, we exploit
motion cues to select candidate detections. When the target gets lost, we first
keep the scale of the bounding box at the last frame k−1 and use a linear motion
model to predict its location at the current frame k. Denote ck−1 = [xk−1, yk−1]
as the center coordinate of the target at frame k − 1, the velocity vk−1 of the
target at frame k − 1 is computed as:

vk−1 =
1
K

(ck−1 − ck−K), (7)

where K denotes the frame interval for computing the velocity. Then the target
coordinate in the current frame k is predicted as c̃k = ck−1 + vk−1.

Given the predicted location of the target, we consider detections surrounding
the predicted location which are not covered by any tracked target (i.e., the
distance is smaller than a threshold τd) as candidate detections. We measure
the appearance affinity between these detections and the observations in the
target trajectory. Then we select the detection with the highest affinity and set
a affinity threshold τa to decide whether to link the lost target to this detection.

The challenge is that both detections and observations in the tracklet may
undergo misalignment and occlusion. To address these problems, we propose
Dual Matching Attention Networks (DMAN) with both spatial and temporal
attention mechanisms. Figure 4 illustrates the architecture of our network.

Spatial Attention Network. We propose a spatial attention network using
the Siamese architecture to handle noisy detections and occlusions as shown in
Fig. 4. In this work, we use the truncated ResNet-50 network [20] as the shared
base network and apply L2-normalization to output features along the channel
dimension. The spatial attention map is applied to the features from the last
convolutional layer of the ResNet-50 because representations from the top layer
can capture high-level information that is useful for matching semantic regions.
We denote the extracted feature map as X ∈ R

H×W×C and consider X as a set
of L2-normalized C-dimension feature vectors:

X = {x1, · · · ,xN} , xi ∈ R
C , (8)

where N = H×W . Each feature vector xi corresponds to a spatial location on the
feature map. Then we denote the feature maps extracted from the image pair as
Xα = {xα

1 , · · · ,xα
N} and Xβ =

{
xβ
1 , · · · ,xβ

N

}
, respectively. The intuition is that
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Fig. 4. Network architecture of the proposed DMAN. It consists of the Spatial Atten-
tion Network (SAN) and Temporal Attention Network (TAN). Given a candidate detec-
tion and a sequence of the target tracklet as inputs, the SAN repeatedly compares the
detection with each sample in the tracklet to extract the combined features {xc}T1 .
Taking these features as inputs, the TAN integrates the information from the overall
tracklet to infer whether the detection and the tracklet belong to the same target.

we should pay more attention to common local patterns of the two feature maps.
However, since the two images are usually not well aligned due to inaccurate
bounding boxes and pose change, the corresponding feature located in Xα may
not appears at the same location in Xβ . Thus, we generate the attention map
for each input separately. To infer the attention value for the ith location in
the feature map Xα, we need to compare xα

i ∈ Xα with all the feature slices
appearing in the paired feature map Xβ .

We exploit a non-parametric matching layer to compute the cosine similarity
Sij = (xα

i )�xβ
j between each xα

i and xβ
j and output the similarity matrix S ∈

R
N×C as

S =

⎡

⎢⎣
(xα

1 )�
...

(xα
N )�

⎤

⎥⎦ ·
[
xβ
1 , · · · ,xβ

N

]
=

⎡

⎢⎣
(s1)�

...
(sN )�

⎤

⎥⎦ , (9)

where the vector si = [Si1, · · · , SiN ]� ∈ R
N contains the elements in the ith row

of S, which indicate the cosine distances between xα
i ∈ Xα and all the feature

vectors in Xβ . The similarity matrix S ∈ R
N×N is reshaped into a H × W × N

feature cube Xα
s ∈ R

H×W×N to form a similarity representation for the feature
map Xα. Then we input Xα

s to a convolutional layer with 1 × 1 kernel and
perform a softmax over the output to generate the attention map Aα ∈ R

H×W

for Xα. The attention value aα
i in Aα for the ith location in Xα is defined as:

aα
i =

exp
(

θ�
s si

)

∑N
i=1 exp

(
θ�

s si

) , (10)
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where θs ∈ R
N denotes the weight of the 1×1 convolutional layer. After applying

an average pooling on Xα weighted by the attention map Aα, we obtain the
attention-masked feature x̄α ∈ R

C as:

x̄α =
N∑

i=1

aα
i xα

i . (11)

For the feature map Xβ , we transpose the similarity matrix S to S� so
that the jth row of S� contains the cosine distances between xβ

j ∈ Xβ and all
the feature vectors in Xα. We perform the same operations on S� to generate
the attention map Aβ ∈ R

H×W and the masked feature x̄β ∈ R
C for Xβ . For

symmetry, the weights of the 1×1 convolutional layer performed on the similarity
representation Xα

s ,Xβ
s are shared.

We exploit both the identification loss and verification loss to jointly train
the network so that the network needs to simultaneously predict the identity of
each image in the input pair and the similarity score between the two images
during training. For identification, we apply the cross entropy loss on the masked
features x̄α and x̄β , respectively. For verification, we concatenate x̄α and x̄β to
a single feature and input it to a 512-dimension fully-connected layer, which
outputs the combined feature xc ∈ R

512. A binary classifier with cross entropy
loss is then performed on xc for prediction.

Temporal Attention Network. When comparing the candidate detection
with a sequence of observations in the tracklet, it is straightforward to apply
average pooling on the feature vectors of all the observations in the tracklet
for verification. However, as shown in Fig. 1(b), the tracklet may contain noisy
observations. Simply assigning equal weights to all the observations may degrade
the model performance. To handle unreliable samples in the tracklet, we exploit
the temporal attention mechanism to adaptively allocate different degrees of
importance to different samples in the tracklet. Figure 4 shows the structure of
the proposed temporal attention network.

The temporal attention network takes the set of features {xc
1, · · · ,xc

T }
extracted from the spatial attention network as inputs. Here, the feature vec-
tor xc

i is obtained by comparing the candidate detection with the ith sample
in the T -length tracklet. To determine noisy samples in the tracket, the model
should not only rely on the similarity between the detection and each sample in
the tracklet (which has been encoded in each xc

i ), but also consider the consis-
tency of all samples. Thus, we utilize a Bi-directional Long-Short Term Memory
(Bi-LSTM) network to predict the attention value at:

at =
exp

(
θ�

h

[
hl

t;h
r
t

])

∑T
t=1 exp

(
θ�

h

[
hl

t;hr
t

]) , t = 1, · · · , T, (12)

where hl
t,h

r
t are the bi-directional hidden representations of the Bi-LSTM model

and θh is the weight of the layer to generate attention values. The attention score
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at is a scalar value which is used to weight the hidden representations hl
t,h

r
t of

each observation for feature pooling as follows:

h̄ =
T∑

i=1

at

[
hl

t;h
r
t

]
. (13)

Taking the pooled feature h̄ as input, the binary classification layer predicts the
similarity score between the input detection and paired tracklet.

Finally, we make the assignments between candidate detections and lost tar-
gets based on the pairwise similarity scores of detections and tracklets.

Training Strategy. We utilize the ground-truth detections and identity infor-
mation provided in the MOT16 training set to generate image pairs and
detection-tracklet pairs for network training. However, the training data contains
only limited identities and the sequence of each identity consists of consecutive
samples with large redundancies. Hence, the proposed network is prone to overfit
the training set. To alleviate this problem, we adopt a two-step training strategy.
We first train the spatial attention network on randomly generated image pairs.
Then we fix the weights of the spatial attention network and use the extracted
features as inputs to train the temporal attention network. In addition, we aug-
ment the training set by randomly cropping and rescaling the input images. To
simulate noisy tracklets in practice, we also add noisy samples to the training
tracklet sequences by randomly replacing one or two images in the tracklet with
images from other identities. Since some targets in the training set contain only
a few samples, we randomly sample each identity with the equal probability to
alleviate the effect of class imbalance.

Trajectory Management. For trajectory initialization, we set a threshold τi

and discard the target which is lost or not covered by a detection in any of the
first τi frames. For trajectory termination, we end the target if it keeps lost for
over τt frames or just exits out of view. In addition, we collect M most recent
observations of the target and generate the T -length tracklet for data association
by uniformly sampling from the collected samples to reduce data redundancy.

4 Experiments

Datasets. We evaluate the proposed online MOT algorithm on the MOT16
[35] and MOT17 benchmark datasets. The MOT16 dataset consists of 14 video
sequences (7 for training, 7 for testing). The MOT17 dataset contains the same
video sequences as the MOT16 dataset while additionally providing three sets of
detections (DPM [19], Faster-RCNN [40], and SDP [56]) for more comprehensive
evaluation of the tracking algorithms.
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Evaluation Metrics. We consider the metrics used by the MOT bench-
marks [28,35] for evaluation, which includes Multiple Object Tracking Accuracy
(MOTA) [4], Multiple Object Tracking Precision (MOTP) [4], ID F1 score [41]
(IDF, the ratio of correct detections over the average number of ground-truth and
computed detections), ID Precision [41] (IDP, the fraction of detections that are
correctly identified), ID Recall [41] (IDR, the fraction of ground-truth detections
that are correctly identified), the ratio of Mostly Tracked targets (MT), the ratio
of Mostly Lost targets (ML), the number of False Negatives (FN), the number of
False Positives (FP), the number of ID Switches (IDS), the number of fragments
(Frag). Note that IDF, IDP, and IDR are recently introduced by Ristani et al.
[41] and added to the MOT benchmarks to measure the identity-preserving abil-
ity of trackers. We also show the Average Ranking (AR) score suggested by the
MOT benchmarks. It is computed by averaging all metric rankings, which can
be considered as a reference to compare the overall MOT performance.

Implementation Details. The proposed method is implemented using MAT-
LAB and Tensorflow [1]. For single object tracking, we exploit the same features
as the ECO-HC [12] (i.e., HOG and Color Names). For data association, we use
the convolution blocks of the ResNet-50 pre-trained on the ImageNet dataset
[15] as the shared base network. All input images are resized to 224 × 224. The
length of the tracklet is set to T = 8, and the maximum number of collected
samples in the trajectory is set to M = 100. We use the Adam [24] optimizer
to train both the spatial attention network and the temporal attention network.
Learning rates of both networks are set to 0.0001. Let F denote the frame rate
of the video, the interval for computing the target velocity is set to K = 0.3F .
The trajectory initialization threshold is set to τi = 0.2F , while the termination
threshold is set to τt = 2F . The tracking score threshold is set to τs = 0.2,
and the appearance affinity score threshold is set to τa = 0.6. All the values of
these threshold parameters are set according to the MOTA performance on the
MOT16 training set. The source code will be made available to the public.

(a) Spatial attention maps (b) Temporal attention values

Fig. 5. Visualization of spatial and temporal attention.
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4.1 Visualization of the Spatial and Temporal Attention

Figure 5 shows the visualization results of the proposed spatial and temporal
attention mechanisms. In Fig. 5(a), each group consists of four images. The top
row of each group shows an image pair from the same target while the bottom
row presents corresponding spatial attention maps. Although these image pairs
undergo misalignment, scale change, and occlusion, the proposed spatial atten-
tion network is still able to locate the matching parts of each pair. Compared
with the visibility maps shown in [10], our attention maps focus more explic-
itly on target regions and suppress both distractors and backgrounds, which
enhances the discriminative power of the model on hard positive pairs.

Figure 5(b) shows the attention scores predicted by the proposed temporal
attention network. The sequence on the left of each row is the tracklet for asso-
ciation while the image on the right of each row corresponds to the candidate
detection. The bar chart below the tracklet shows the attention value for each
observation. In the top row, the detection and the tracklet belong to the same
target. However, the tracklet contains noisy observations caused by occlusion. As
shown in the bar chart, the proposed temporal attention network assigns relative
low attention scores to occluded observations to suppress their effects on data
association. In the bottom row, the detection and the tracklet belong to different
targets. Although the last two images in the tracklet contain the same target in
the detected patch, the proposed network correctly assigns low attention scores
to the last two images by taking the overall sequence into account. These two
examples in Fig. 5(b) demonstrate the effectiveness of the proposed temporal
attention mechanism on both hard positive and hard negative samples.

Fig. 6. Contributions of each component.

4.2 Ablation Studies

To demonstrate the contribution of each module in our algorithm, we set up
four baseline approaches by disabling each module at one time. Each baseline
approach is described as follows:

B1: We disable the proposed DMAN and rely on the cost-sensitive tracker to
link the detections. Specifically, we apply the convolution filter of the tracker
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on the candidate detection and directly use the maximum score in the confi-
dence map as the appearance affinity for data association.
B2: We disable the spatial attention module and use the standard Siamese
CNN architecture for identity verification of image pairs.
B3: We replace our temporal attention pooling with average pooling to inte-
grate the hidden representations of the Bi-LSTM in multiple time steps.
B4: We use the baseline tracker without the cost-sensitive tracking loss.

Figure 6 shows the MOTA score of each baseline approach compared with
our full model (41.2%) on the MOT16 training dataset. As we can see, all pro-
posed modules make contributions to the performance. The MOTA score drops
significantly by 7.1% when we directly use the tracking score for data associa-
tion, which shows the advantage of the proposed DMAN. The degradation in B2
and B3 demonstrates the effectiveness of the proposed attention mechanisms.
Finally, the cost-sensitive tracking loss shows a slight improvement in term of
MOTA.

4.3 Performance on the MOT Benchmark Datasets

We evaluate our approach on the test sets of both the MOT16 and MOT17
benchmark against the state-of-the-art methods. Tables 1 and 2 present the quan-
titative performance on the MOT16 and MOT17 datasets, respectively.

As shown in Table 1, our method achieves a comparable MOTA score and
performs favorably against the state-of-the-art methods in terms of IDF, IDP,
IDR, MT, and FN on the MOT16 dataset. We improve 4.8% in IDF, 3.9% in
IDP, 4% in IDR, and 2.8% in MT compared with the second best published
online MOT tracker and achieves the best performance in IDF and IDP among
both online and offline methods, which demonstrates the merits of our approach

Table 1. Tracking performance on the MOT16 dataset.

Mode Method MOTA ↑ MOTP ↑ IDF ↑ IDP ↑ IDR ↑ MT ↑ ML ↓ FP ↓ FN ↓ IDS ↓ Frag ↓ AR ↓
Online OVBT [3] 38.4 75.4 37.8 55.4 28.7 7.5% 47.3% 11,517 99,463 1,321 2,140 49.8

EAMTT [43] 38.8 75.1 42.4 65.2 31.5 7.9% 49.1% 8,114 102,452 965 1,657 37.4

oICF [22] 43.2 74.3 49.3 73.3 37.2 11.3% 48.5% 6,651 96,515 381 1,404 33.3

CDA DDAL [2] 43.9 74.7 45.1 66.5 34.1 10.7% 44.4% 6,450 95,175 676 1,795 31.8

STAM [10] 46.0 74.9 50.0 71.5 38.5 14.6% 43.6% 6,895 91,117 473 1,422 29.6

AMIR [42] 47.2 75.8 46.3 68.9 34.8 14.0% 41.6% 2,681 92,856 774 1,675 21.8

Ours 46.1 73.8 54.8 77.2 42.5 17.4% 42.7% 7,909 89,874 532 1,616 19.3

Offline QuadMOT [45] 44.1 76.4 38.3 56.3 29.0 14.6% 44.9% 6,388 94,775 745 1,096 31.9

EDMT [7] 45.3 75.9 47.9 65.3 37.8 17.0% 39.9% 11,122 87,890 639 946 20.3

MHT DAM [23] 45.8 76.3 46.1 66.3 35.3 16.2% 43.2% 6,412 91,758 590 781 23.7

JMC [47] 46.3 75.7 46.3 66.3 35.6 15.5% 39.7% 6,373 90,914 657 1,114 21.1

NOMT [9] 46.4 76.6 53.3 73.2 41.9 18.3% 41.4% 9,753 87,565 359 504 16.3

MCjoint [21] 47.1 76.3 52.3 73.9 40.4 20.4% 46.9% 6,703 89,368 370 598 18.6

NLLMPa [29] 47.6 78.5 47.3 67.2 36.5 17.0% 40.4% 5,844 89,093 629 768 16.8

LMP [48] 48.8 79.0 51.3 71.1 40.1 18.2% 40.1% 6,654 86,245 481 595 14.8



Online MOT with Dual Matching Attention Networks 393

in maintaining identity. Similarly, Table 2 shows that the proposed method per-
forms favorably against the other online trackers in MOTA and achieves the
best performance in terms of identity-preserving metrics (IDF, IDP, IDR, IDS)
among all methods on the MOT17 dataset. In addition, we achieve the best AR
score among all the online trackers on both the MOT16 and MOT17 datasets.

Table 2. Tracking performance on the MOT17 dataset.

Mode Method MOTA ↑MOTP ↑IDF ↑IDP ↑IDR ↑MT ↑ ML ↓ FP ↓ FN ↓ IDS ↓ Frag ↓ AR ↓
OnlineGM PHD [16] 36.4 76.2 33.9 54.2 24.7 4.1% 57.3% 23,723 330,767 4,607 11,317 23.0

GMPHD KCF [26]39.6 74.5 36.6 49.6 29.1 8.8% 43.3% 50,903 284,228 5,811 7,414 23.5

E2EM 47.5 76.5 48.8 68.4 37.9 16.5% 37.5%20,655272,187 3,632 12,712 13.1

Ours 48.2 75.9 55.7 75.9 44.0 19.3%38.3% 26,218 263,6082,194 5,37811.4

OfflineIOU [5] 45.5 76.9 39.4 56.4 30.3 15.7% 40.5% 19,993281,643 5,988 7,404 16.4

EDMT [7] 50.0 77.3 51.3 67.0 41.5 21.6%36.3%32,279 247,2972,264 3,260 9.9

MHT DAM [23] 50.7 77.5 47.2 63.4 37.6 20.8% 36.9% 22,875 252,889 2,314 2,86510.8

5 Conclusions

In this work, we integrate the merits of single object tracking and data associa-
tion methods in a unified online MOT framework. For single object tracking, we
introduce a novel cost-sensitive loss to mitigate the effects of data imbalance. For
data association, we exploit both the spatial and temporal attention mechanisms
to handle noisy detections and occlusions. Experimental results on public MOT
benchmark datasets demonstrate the effectiveness of the proposed approach.
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