
1 Introduction 

1.1 THE EMERGENCE OF MORPHOLOGY 

Although students of language have always been aware of the importance 
of words, morphology, the study of the internal structure of words did not 
emerge as a distinct sub-branch of linguistics until the nineteenth century. 

Early in the nineteenth century, morphology played a pivotal role in the 
reconstruction of Indo-European. In 1816, Franz Bopp published the 
results of a study supporting the claim, originally made by Sir William 
Jones in 1786, that Sanskrit, Latin, Persian and the Germanic languages 
were descended from a common ancestor. Bopp's evidence was based on a 
comparison of the grammatical endings of words in these languages. 

Between 1819 and 1837, Bopp's contemporary Jacob Grimm published 
his classic work, Deutsche Grammatik. By making a thorough analytical 
comparison of sound systems and word-formation patterns, Grimm 
showed the evolution of the grammar of Germanic languages and the 
relationships of Germanic to other Indo-European languages. 

Later, under the influence of the Darwinian theory of evolution, the 
philologist Max Muller contended, in his Oxford lectures of 1899, that the 
study of the evolution of words would illuminate the evolution of language 
just as in biology morphology, the study of the forms of organisms, had 
thrown light on the evolution of species. His specific claim was that the 
study of the 400--500 basic roots of the Indo-European ancestor of many of 
the languages of Europe and Asia was the key to understanding the origin 
of human language (cf. Muller, 1899; cited by Matthews, 1974). 

Such evolutionary pretensions were abandoned very early on in the 
history of morphology. In this century morphology has been regarded as an 
essentially synchronic discipline, that is to say, a discipline focusing on the 
study of word-structure at one stage in the life of a language rather than on 
the evolution of words. But, in spite of the unanimous agreement among 
linguists on this point, morphology has had a chequered career in 
twentieth-century linguistics, as we shall see. 

1.2 MORPHOLOGY IN AMERICAN STRUCTURAL 
LINGUISTICS 

Adherents to American structural linguistics, one of the dominant schools 
of linguistics in the first part of this century, typically viewed linguistics not 
so much as a 'theory' of the nature of language but rather as a body of 

3 

H. Ramsay, Morphology
© Francis Katamba 1993



4 Introduction 

descriptive and analytical procedures. Ideally, linguistic analysis was 
expected to proceed by focusing selectively on one dimension of language 
structure at a time before tackling the next one. Each dimension was 
formally referred to as a linguistic level. The various levels are shown in 
[1.1]. 

[1.1] Semantic level: 

I 
deals with meaning 

Syntactic level: deals with sentence-structure 

I 
Morphological level: deals with word-structure 

I 
Phonology (or phonemics): deals with sound systems 

The levels were assumed to be ordered in a hierarchy, with phonology at 
the bottom and semantics at the top. The task of the analyst producing a 
description of a language was seen as one of working out, in separate 
stages, first the pronunciation, then the word-structure, then the sentence
structure and finally the meaning of utterances. It was considered theoreti
cally reprehensible to make use of information from a higher level, e.g. 
syntax, when analysing a lower level such as phonology. This was the 
doctrine of separation of levels. 

In the early days, especially between 1920 and 1945, American structura
lists grappled with the problem of how sounds are used to distinguish 
meaning in language. They developed and refined the theory of the 
phoneme (cf. Sapir, 1925; Swadesh, 1934; Twaddell, 1935; Harris, 1944). 

As time went on, the focus gradually shifted to morphology. When 
structuralism was in its prime, especially between 1940 and 1960, the study 
of morphology occupied centre stage. Many major structuralists investi
gated issues in the theory of word-structure (cf. Bloomfield, 1933; Harris, 
1942, 1946, 1951; Hockett, 1952, 1954, 1958). Nida's coursebook entitled 
Morphology, which was published in 1949, codified structuralist theory and 
practice. It introduced generations of linguists to the descriptive analysis of 
words. 

The structuralists' methodological insistence on the separation of levels 
which we noted above was a mistake, as we shall see below in sections (1.3 .2) 
and (1.3.3). But despite this flaw, there was much that was commendable 
in the structuralist approach to morphology. One of the structuralists' main 
contributions was the recognition of the fact that words may have intricate 
internal structures. Whereas traditionally linguistic analysis had treated 
the word as the basic unit of grammatical theory and lexicography, 
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the American structuralists showed that words are analysable in terms of 
morphemes. These are the smallest units of meaning and grammatical 
function. Previously, word-structure had been treated together with 
sentence-structure under grammar. The structuralists introduced mor
phology as a separate sub-branch of linguistics. Its purpose was 'the study 
of morphemes and their arrangements in forming words' (Nida, 1949:1). 
The contribution of the structuralists informs much of the discussion in the 
first part of this book. 

1.3 THE CONCEPT OF CHOMSKYAN GENERATIVE 
GRAMMAR 

The bulk of this book, however, presents morphological theory within the 
linguistic model of generative grammar initiated by Chomsky. Before we 
begin considering how this theory works, I will sketch the background 
assumptions made by generative grammarians so that we can place the 
theory of morphology in the wider theoretical context of generative 
linguistics. 

The central objective of generative linguistics is to understand the nature 
of linguistic knowledge and how it is acquired by infants. In the light of this 
objective, a fundamental question that a theory of word-structure must 
address is, 'what kinds of information must speakers have about the words 
of their language in order to use them in utterances?' Attempts to answer 
this question have led to the development of sub-theories of the lexicon 
(i.e. dictionary) and of morphology. 

According to Chomsky (1980, 1981, 1986), the central goal of linguistic 
theory is to determine what it is people know if they know a particular 
language. Chomsky observes that knowing a language is not simply a 
matter of being able to manipulate a long list of sentences that have been 
memorised. Rather, knowing a language involves having the ability to 
produce and understand a vast (and indeed unlimited) number of utter
ances of that language that one may never have heard or produced before. 
In other words, creativity (also called productivity or open-endedness) is 
an aspect of linguistic knowledge that is of paramount importance. 

Linguistic creativity is for the most part rule-governed. For instance, 
speakers of English know that it is possible to indicate that there is more 
than one entity referred to by a noun and that the standard way of doing 
this is to add-s at the end of a noun. Given the noun book, which we all 
have encountered before, we know that if there is more than one of these 
objects we refer to them as books. Likewise, given the nonsense word 
smilts as in the sentence The smilts stink which I have just made up, you 
know smilt~ would refer to more than one of these smelly things. Speakers 
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of English have tacit knowledge of the rule which says 'add -s for plural' 
and they can use it to produce the plural form of virtually any noun. I have 
emphasised the notion of rule, taking the existence of rules for granted. 

I will now explain why a generative grammar is a system of explicit rules 
which may apply recursively to generate an indefinite number of sentences 
which can be as long as one wants them to be. Recursiveness has the 
consequence that, in principle, there is no upper limit to the length of 
sentences. A grammatical constituent like a noun phrase (NP) or a pre
positional phrase (PP) can contain an indefinite number of further constitu
ents of that category as in the sentence John saw the picture of the baby on 
the table in the attic. The recursion can be seen clearly in the tree diagram 
representing that sentence in [1.2]. As seen, NPs can contain NPs and PPs 
which in turn contain NPs which can contain NPs and PPs: 

[1.2] 
s 
~ 

NP VP 
I~ 

N V NP 
II~ 

John saw NP PP 
~ ~ 

DET N P NP 
I I I~ 

the picture of NP PP 
I I~ 

DET N P NP 
I I I~ 

the baby on NP PP 
I I~ 

DET N P NP 
I I ~ 

the table DET N 
I I 

in the attic 

Notes: S- sentence; N- noun, NP- noun phrase; V- verb, VP- verb 
phrase; P- preposition, PP- prepositional phrase; DET- determiner. 

One of our concerns will be to determine whether morphology should be 
recognised as a separate linguistic level (or module) that is independent of 
syntax and phonology (see [1.1] above and [1.3] below). Do morphological 
rules have certain properties which they do not share with rules in other 
parts of the grammar? Are recursive rules of the kind found in syntax 
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needed in morphology? This book will address these issues in depth. Here 
I will only attempt to give you a flavour of one of the issues that I will be 
exploring. 

There are morphological processes which are similar to syntactic pro
cesses. For instance, certain adjectives which describe periods in history, 
such as industrial, can have the prefix post- before them as in post
industrial. And, given the adjective post-industrial, we can place another 
post- before it to yield post-post-industrial. Clearly, the word-formation 
process we witness here is recursive. We have the rule attaching post- to a 
word reapplying to its own output. This raises an interesting question: if 
morphological rules that build words are similar to syntactic rules that 
build sentences, what reason is there for assuming that morphology is 
essentially different from syntax? 

Before we go any further we need to clarify the terms grammar and rule of 
grammar. These terms are used by linguists in four distinct senses. Firstly, in 
generative linguistics 'grammar' can refer to the implicit, totally unarticu
lated knowledge of rules and principles of their language that people have in 
their heads. This tacit knowledge enables them to distinguish between well
formed and ill-formed words and utterances in their language. For example, 
many English speakers may not be able to explain in an articulate manner 
why it is 'correct' to say a grain but 'incorrect' to say a oat. Nevertheless their 
knowledge of English grammatical structure enables them to determine that 
the former is correct and the latter is not. 

Secondly, whereas in traditional approaches 'grammar' only includes 
morphology and syntax, in generative linguistics the term grammar is 
employed in a much wider sense. It covers not only morphology and syntax 
but also semantics, the lexicon and phonology. Hence, there are rules of 
grammar in every linguistic module. Phonological rules, morphological 
rules, syntactic rules and semantic rules are all regarded as rules of 
grammar. 

Thirdly, grammar and rules of grammar may refer to a book containing a 
statement of the rules and principles inferred by linguists to lie behind the 
linguistic behaviour of speakers of a particular language. These rules 
simply describe regular patterns observed in the linguistic data. 

Lastly, some grammars are books containing prescriptive statements. 
Such grammars contain rules that prescribe certain kinds of usage. Outside 
linguistics this view of grammar is still prevalent. The reason for this is 
clear. In everyday life rules are normally mechanisms for regulating behav
iour- the behaviour of pupils in a school, members of a club, inmates of a 
prison, etc. In many traditional pedagogical grammars rules serve the same 
purpose. They are statements like 'A sentences must not end with a 
preposition.' They prescribe what the 'officially or socially approved' usage 
is - in the opinion of the grammarian. 

In much of modem linguistics, however, rules have a different function. 
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They are not prescriptions of behaviour which the grammarian imposes on 
speakers, but rather they are statements of principles responsible for the 
observed regularities in the speech or writing or users of a particular 
language. The characterisation of regularities in observed patterns of usage 
is what the American structuralists regarded as the primary objective of 
linguistic investigations. Their grammatical rules were descriptive state
ments like 'The article precedes the noun in the English noun phrase.' This 
statement reflects the fact that the book, as in I read the book, is allowed 
whereas *book the, as in *I read book the is disallowed. (An asterisk 
indicates a disallowed form.) 

Chomsky has shifted the focus of linguistic theory from the study of 
observed behaviour to the investigation of the knowledge that underlies 
that behaviour. In generative linguistics rules are intended to go beyond 
accounting for patterns in the data to a characterisation of speakers' 
linguistic knowledge. The primary objective of generative grammar is to 
model a speaker's linguistic knowledge. 

Chomsky characterises linguistic knowledge using the concepts of com
petence and performance. Competence is a person's implicit knowledge of 
the rules of a language that makes the production and understanding of an 
indefinitely large number of new utterances possible while performance is 
the actual use of language in real situations. Chomsky proposes that 
competence, rather than performance, is the primary object of linguistic 
inquiry. Put simply, knowledge of a language entails mastery of an elabor
ate system of rules that enables a person to encode and decode a limitless 
number of utterances in that language. One sub-set of this rule system is 
the rules of word-formation which this book introduces you to. In section 
(4.1.3) of Chapters 4 and section (12.3.3) of Chapter 12 it will be shown 
that speakers of a language do not just commit to memory all the words 
they know. Their competence includes the ability to manipulate rules in 
order to create new words and to unscramble the meanings of novel or 
unfamiliar words which they encounter. 

If knowing a language essentially involves mastering a system of rules, 
how do humans accomplish this task? Chomsky contends that the linguistic 
capacity of humans is innate. The general character of linguistic knowledge 
is determined by the nature of the mind which is endowed with a specia
lised language faculty. This faculty is determined in turn by the biology of 
the brain. The human child is born with a blue-print of language which is 
called Universal Grammar. 

According to Chomsky, Universal Grammar is the faculty of the mind 
which determines the nature of language acquisition in the infant and of 
linguistic competence. The properties that lie behind the competence of 
speakers of various languages are governed by restricted and unified 
elementary principles rooted in Universal Grammar. This explains the 
striking underlying similarity between languages in their essential struc-
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tural properties. Admittedly, languages differ from each other, but the 
structural differences between them occur within the fairly narrow range 
sanctioned by Universal Grammar. As we shall see (especially in 
Chapters 3, 8, 9 and 12) with regard to word-formation, very similar 
word-building principles recur in language after language. The language 
faculty of the mind is essentially the same in all humans. Hence lan
guages can only differ from each other within the limits predetermined 
by the neurology and physiology of the human brain, which determine 
the nature of Universal Grammar. And Universal Grammar in turn 
determines the kinds of grammars of particular languages that can be 
acquired by infants. 

The differences between the grammars acquired by individual speakers 
of, say, English and Arabic can be attributed to experience. An indi
vidual's experience serves to specify a particular grammar for the particular 
language which that individual is exposed to - within the range permitted 
by Universal Grammar. 

How is Universal Grammar structured? It is modular in structure: it 
consists of various sub-systems of principles. Many of its principles consist 
of parameters which are fixed by experience on the basis of simple evi
dence of the kind available to the child. Chomsky compares Universal 
Grammar to an intricate electrical system that is all wired up, but not 
switched on. The system contains a finite set of switches, each one of which 
has a restricted number of positions. Exposure to a specific language 
experience is required to turn on these switches and give them the appro
priate setting. 

The basic idea of parameters is meant to capture the fact that many rules 
are interdependent. If one choice is made, it may either preclude some 
other choices or set in motion other related choices. This makes the task of 
language acquisition simpler than it would be if each rule had to be worked 
out independently of all other rules. The parametric approach assumes that 
the infant acquiring a language makes very clever guesses or hypotheses 
about the rules of the grammar being acquired on the basis of rules already 
acquired after experience of a particular language. 

For a concrete example of a parameter, we will consider the Right-hand 
Head/Left-hand Head Rule which will be discussed in Chapter 12. This 
parameter is concerned with the position of the head of a grammatical 
constituent. Some languages, like English, normally place the head on the 
right, i.e. it is the last element of a constituent. For example, in the noun 
phrase these big books the right-handmost word, the noun books, is the 
head. It must come last. (Alternatives like *books big these and *these 
books big are forbidden.) 

As a rule, the head is the only obligatory element of a constituent like an 
NP. Books is a well-formed NP but neither these nor big is a permissible NP 
on its own. Furthermore, in terms of meaning, the head books is the key 
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word in this NP. The function of these and big is merely to specify further 
the particular books referred to. 

Likewise, at word level, in a compound like farmhouse, the head, house, 
is the last element and it is the pivotal element from a semantic point of 
view. (A farmhouse is a kind of house.) However, in some languages, such 
as Japanese, the reverse is the case. The head of a grammatical constituent 
is normally on the left. Once an infant has worked out the position of the 
head for one construction this can be generalised with a considerable 
degree of success to other constructions. 

Universal Grammar consists of a number of modules which are inter
related. This is shown in [1.3] (which you should compare with [1.1] 
above): 

[1.3] (i) Lexicon and Morphology 
(ii) Syntax 
(iii) Phonetic Form (PF) (which deals with representation of 

utterances in speech) 
(iv) Logical Form (LF) (which deals with meaning) 

As seen, Universal Grammar includes the lexicon and morphology 
module. Knowledge of word-structure is a central aspect of linguistic 
competence. A case can be made for recognising morphology as a separate 
module of Universal Grammar. Yet at the same time, morphology (and 
the lexicon) are like a bridge that links the other modules of the grammar. 
It is therefore necessary to examine morphology not in isolation, but in 
relation to the other modules. Morphology interacts with both phonology 
and syntax as well as semantics. So, it can only be studied by considering 
the phonological, syntactic and semantic dimensions of words. 

1.3.1 The Place of Morphology in Early Generative Grammar 

Today the place of morphology in generative grammar is secure. But this is 
a recent development. After being in the limelight when structuralism 
peaked in the 1950s, morphology was at first eclipsed when generative 
grammar came on the scene. Generative grammarians initially rejected the 
validity of a separate morphological module. 

From the point of view of advancing our understanding of word
structure, this stance was unfortunate. Since generative grammar has been 
the dominant school of linguistics in the second half of this century, it 
meant that the study of word-structure was in the shadows for more than a 
decade. Morphology did not re-emerge from oblivion until the mid-1970s. 
Fortunately, the eclipse was not total. A few isolated (for the most part 
non-generative) scholars such as Robins (1959) and Matthews (1972, 1974) 
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made important contributions to morphology during this time, as we shall 
see. 

Part of the reason for the widespread neglect of morphology during the 
early years of generative grammar was the belief that word-formation 
could be adequately covered if it was partitioned between phonology and 
syntax. It was argued that no separate morphological level or component 
was needed in the grammar. Ways were found of describing the structure 
of words in a model of language that had a phonological component, a 
syntactic component and a semantic component but no morphological 
component. Those aspects of word-structure that relate to phonology (e.g. 
the alternation between sane [sem] and sanity [sremtr] would be dealt 
with using devices found in the phonological component. And those 
aspects of word-structure that are affected by syntax would be dealt with in 
the syntactic component. 

The job of the syntactic component of the grammar was thought of as 
being to generate (i.e. to specify or enumerate explicitly) all the well-formed 
sentences of a language, without generating any ill-formed ones. 
Significantly, generating all the sentences of a language was seen as meaning 
generating all the permissible sequences of morphemes (not words), and 
showing which morpheme groupings formed syntactic constituents like 
noun phrases and verb phrases (also seep. 13 in this chapter). A specialised 
morphological component and a properly articulated lexicon were not part 
of the picture. Thus, Lees (1960), the first major descriptive study produced 
by a generative linguist, usedl syntactic rules to create derived words like the 
noun appointment from the verb appoint. As seen in [1.4a], Lees derived the 
sentence containing the noun appointment from a source sentence with the 
verb appoint. Likewise, he derived the abstract noun priesthood from a 
source sentence with the noun priest, as indicated in [1.4b]. 

[1.4] a. The committee appoints John. 
The committee's appointment of John. 

(Source sentence: Lees, 1960: 67) 

b. John is a priest. 
John's priesthood. (Source sentence: Lees, 1960: 110) 

We will not examine the particulars of the syntactic rules which Lees uses. 
Our concern is that Lees saw this type of word-formation as taking place in 
the syntax and believed that he could dispense with morphology. We will 
revisit this issue in Chapter 12. 

Let us now turn our attention to questions of phonological realisation. 
Readjustment rules (which were morphological rules in disguise) played a 
key role in this area. They operated on the final output of the syntactic 
component, making whatever modifications were necessary in order to 
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enable phonological rules to apply to the representation obtained after all 
syntactic rules had applied. 

Unfortunately, there seems to have been no constraint on the power of 
readjustment rules. For instance, in SPE (The Sound Pattern of English) 
which appeared in 1968 and was the pivotal work in the development of 
generative phonological theory, Chomsky and Halle proposed (on p. 11) 
that the syntax should generate both the regular past tense form mended 
fvfvmend]v past]v and the irregular past tense form sang fvfv singJv pastlv· 
These bracketed strings, which were the output of the syntactic component, 
would form the input to the readjustment rules. Next, the readjustment rules 
would remove all the brackets associated with the past tense. In the case of 
mend, a general readjustment rule would replace past by d, while in the case 
of sing a special readjustment rule would delete the item past, together with 
the associated bracket labels, giving fv singlv· The same readjustment rule 
would also attach the diacritic mark * to the vowel /1/ indicating that 
eventually a phonological rule would change it into /re/. The readjustment 
rules would give the forms fvfvmend]v d]v and fv s*nglv· These represen
tations - and all other such representations yielded by readjustment rules -
were referred to as phonological representations. Finally, phonological 
representations would be converted into the phonetic representations 
[mendid] and [sreiJ] by rules in the phonology module. 

With the benefit of hindsight, we can see that readjustment rules were a 
mistake. They were rules with unbridled power. They could make what
ever modifications were deemed necessary to enable phonological rules to 
apply to strings of morphemes produced by the syntax. It is very undesir
able to have a batch of rules that empower us linguists to do whatever we 
like, whenever we like, so long as we come up with the answer we like. A 
theory becomes vacuous if it has rules that can insert all manner of 
elements, remove all manner of elements and make all manner of elements 
exchange places whenever we choose to, with no principles restricting our 
freedom. Effectively, this means that we are given carte blanche to start off 
with any arbitrary input, apply the rules, and come up with the 'correct' 
answer. 

Furthermore, readjustment rules were a bad idea because they are 
evidence of a lack of interest in words qua words and in morphology as a 
linguistic level. Using rules of the syntax to specify permissible sequences 
of morphemes, regardless of whether they occurred in words or sentences, 
and using readjustment rules to tum strings generated by the syntax into 
strings that the phonology could process and assign a pronunciation to was 
merely skirting round the problem. Words are a central dimension of 
language. They have certain unique properties that they do not share with 
other elements of linguistic structure like sentences and speech sounds. A 
theory of language must include a properly developed model of word
formation that enables the linguist to describe words on their own terms -
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without overlooking the ways in which word-formation rules interact with 
rules in other modules. As time went by, this became clear to generative 
linguists who, in increasing numbers, began to explore more satisfactory 
ways of dealing with word-structure. 

1.3.2 The Morphology-Phonology Interaction 

As regards the interaction with phonology, the selection of the form that 
manifests a given morpheme may be influenced by the sounds that realise 
neighbouring morphemes. Take the indefinite article in English. It has two 
manifestations. It is a before a word that begins with a consonant (e.g., a 
pear) and an before a word that begins with a vowel (e.g., an orange). We 
cannot describe the phonological shape of the indefinite article without 
referring to the sound at the beginning of the word that follows it. 

1.3.3. The Morphology-Syntax Interaction 

As regards the interaction with syntax, the form of a word may be affected 
by the syntactic construction in which the word is used. For instance, the 
verb walk has a number of forms including walk, walks and walked. The 
selection of a particular form of this verb on a given occasion is dependent 
on the syntactic construction in which it appears. Thus, in the present 
tense, the choice between the forms walks and walk depends on whether 
the subject of the verb is third person singular (in which case walks is 
selected as is he/she/it walks) or not (in which case walk is selected as in 
1/you/we/they walk). In the past tense, walk is realised as walked. 

Chomsky (1957: 39) deals with all these facts as uncontroversial syntactic 
phenomena, using the phrase structure rule below: 

[1.5] 

c~ 

S in the context NP . smg-

0 in the context NP 1 p-

past 

Notes: (i) ·~' stands for 'expand' or 'rewrite as'. (ii) C stands for the 
various verbal suffixes that may be realised as -s (as in walks), 0 (i.e. 
zero) as in walk and -ed as in walked. 

Chomsky's analysis does not separate phrase structure rules (e.g. Sentence 
~ NP + VP; VP ~ Verb + NP) which enumerate permissible combi
nations of words in phrases and sentences from rules of word-structure like 
the one in [1.5] that gives walks from walk. All these rules are banded 
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together because they are concerned with enumerating permissible combi
nations of morphemes (see above). 

Note, however, that this treatment of syntactically motivated alternation 
in the form of words is controversial. We have merely aired the problem 
for the present. We will postpone detailed discussion until Chapter 10. 

Turning to semantics, the connection between morphology and the 
lexicon on the one hand with meaning on the other is obvious since a major 
role of the lexicon or dictionary is to list the meanings of words. This is 
because normally the relationship between a word and its meaning is 
arbitrary. There is no reason why a word has the particular meaning that it 
has. For instance, you just have to memorise the fact that the word faille 
refers to a kind of head-dress worn in the seventeenth century. There is no 
way that you could discover this fact from the sounds or the structure of the 
word. We will come back to this topic in section (12.3.2). 

It is less immediately obvious that, in addition to indicating the meaning 
of words and morphemes, the lexicon must also store other kinds of 
information relevant to the application of syntactic and phonological rules. 
Syntax needs to have access to morphosyntactic properties (i.e. properties 
that are partly morphological and partly syntactic) such as whether a noun 
is countable like spades or uncountable like equipment. This affects its 
behaviour in phrases and sentences. We may say this spade or these spades 
but we can only say this equipment (not *these equipments). 

Furthermore, some phonological rules apply to words differently depen
ding on their morphosyntactic properties. For example, some phonological 
rules are sensitive to the difference between nouns and verbs. Thus, in the 
word permit, the main stress (shown here by underlining) falls on the first 
syllable if the word functions as a noun (permitrnounJ)· But if it functions as 
a verb (permit[verbJ), main stress falls on the second syllable. Obviously, for 
phonological rules that assign stress to apply correctly, access to such 
morphosyntactic information is essential. This information must form part 
of the entry of the word in the lexicon. 

The study of morphology, therefore, cannot be self-contained. The 
structuralist doctrine of the rigid separation of linguistic levels sketched in 
(1.2) is untenable. True, there are some issues that are the internal 
concerns of morphology. But many morphological problems involve the 
interaction between morphology and other modules of the grammar. For 
this reason, much of the space in the chapters that follow is devoted to the 
interaction between the lexicon and morphology with the mother modules. 
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1.4 ORGANISATION OF THE BOOK 

The book is organised as follows: 
Part I (Chapters 1-4) introduces basic concepts and traditional notions 

which are fundamental to an morphological discussions. 
Part II (Chapters 5-9) explores the relationship between morphology, 

phonology and the lexicon in current generative theory. 
Part III (Chapters 10-12) deals with the relationship between mor

phology and syntax in current generative theory. 
Over the years, there have been several morphological theories that 

have been proposed by linguists. One way of introducing you to mor
phology would be to present a historical and comparative survey. I could 
have examined various theories in turn, and perhaps compared them. Or, 
alternatively, I could have been polemical and proselytising. I could have 
tried to persuade you that my preferred theory is the best theory. That is 
not what I shall do in this book. 

Instead, I present you, sympathetically but at the same time critically, 
with one theoretically coherent approach to morphology, namely the 
theory of morphology in current mainstream generative grammar. This 
decision is sensible not only because this is the dominant model in the field 
today, but also because I think it offers the most promising solutions to the 
perennial problems in morphological analysis. 

Even so, the book is inevitably selective. I have not attempted to 
represent every shade of opinion within the generative school. Rather I 
have focused on ideas and practices that seem to me to form part of the 
emerging 'canon' in mainstream generative morphology. Obviously, to 
some extent this is a matter of subjective judgement. In some cases my 
judgement may not be the same as that of some other linguists. 

Of course, morphological theory in current mainstream generative 
grammar does not enjoy a monopoly of insight. The debt owed to other 
approaches will be evident, especially in the early chapters and in the 
bibliography. 

A major feature of the book is that you will be asked to be an active 
investigator, not a passive reader. I have endeavoured to engage you 
actively and practically in doing morphology rather than in merely learning 
about its history and watching from the stalls how it is done. As you read 
each chapter, you are asked to pause at places and answer in-text questions 
and exercises before proceeding (the questions and exercises are signalled 
by lines across the page). Each chapter (after this one) ends with further 
exercises dealing with points raised in the body of the text. This insistence 
on getting you to analyse data is due to my firm conviction that the best 
initiation for anyone who wishes to become a linguist is to do linguistic 
analysis right from the start rather than to read about it. 

In the text new morphological terms appear in bold type and they are 
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explained when they are first introduced. (They may also be in bold type 
when they appear subsequently in a context where they need to be high
lighted.) Key terms from other branches of linguistics are explained in a 
glossary at the end. For any other linguistic terms that are unfamiliar, a 
good dictionary of linguistics, such as David Crystal's A First Dictionary of 
Linguistics and Phonetics (1980), should be consulted. 


