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Abstract: Providing end-to-end QoS guarantees to mtsston critical applications 
comprises a main challenge for the today's Internet infrastructure. The 
Differentiated Services architecture (DiffServ) enhanced by the Bandwidth 
Broker (BB) approach is a first step towards resource management. In this 
context, the architecture proposed in this paper realises a distributed BB 
architecture, in order to provide a more efficient way for managing the 
resources of a single domain. 

Moreover, in order to provide a way for inter-domain resource control, the 
BGRP framework is applied and enhanced. The BGRP protocol provides sink­
tree based aggregation of resource reservations for the delivery of end-to-end 
QoS to applications across multiple separately administered domains. Our 
discussion extends to quiet graffing mechanisms, which succeed in limiting the 
signaling Ioad and efficiently handling the reserved resources between 
domains. 
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1. INTRODUCTION 

Internet is the technology that has become part of our every-day life over 
the past years and gains significant momentum day by day. Although it 
started as an experiment, nowadays, it is a serious business and it aims to be 
the integrated infrastructure that will concentrate most or even all of the 
services, existing and future ones. However, the protocols and mechanisms 
of the current Internet technology seem to be insufficient for delivering the 
traftic of the arising and demanding multimedia applications with the 
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appropriate Quality of Service (QoS) characteristics, and thus enhanced 
mechanisms have to be deployed to provide a QoS-enabled futemet 
infrastructure. Towards to this effort, two distinct approaches have been 
defined: the Integrated Services (futServ) [1] and the Differentiated Services 
(DiffServ) [2,3]. The frrst approach was the first significant step for the 
intrcx:luction of QoS in the futemet. IntServ uses the Resource Reservation Protocol 
(RSVP) for the explicit set-up of reservation state on each network node along the 
path from the sender to the receiver. However, the constant exchange of RSVP 
messages, as weil as the need for separate reservation establishment for each tlow 
raised scalability concems. In cantrast to the per-tlow orientation ofRSVP, DiffServ 
architecture classify packets into one of a small number of aggregated flows, 
based on the DiffServ codepoint (DSCP) in the packet's IP header. The 
primary benefit of DiffServ is scalability, since it eliminates the need for per­
flow state and pre-flow processing and therefore scales well to large scale 
networks. Although these are two independent models where the DiffServ 
model was introduced as a rather simple and easily deployable model that 
came to replace the futServ model and overcome its scalability issues, it is 
finally realized that they are not competitive but rather complementary in the 
pursuit of end-to-end QoS [4,5,6]. 

The concept of the Bandwidth Broker (BB) that has been introduced 
from the early stages of the DiffServ model [3] is responsible for performing 
policy-based admission control, managing network resources, configuring 
specific network nodes, among others. Nowadays, the futemet community 
directs its efforts towards the specification and standardization of the 
mechanisms of the BB, as well as the development of a prolotype [7,8]. 
However, a protocol for communication between the BBs must be specified 
and standardized. 

The QBone bandwidth broker architecture defmes a model for the BB 
and specifies an inter-domain interface between peering BBs [8]. Resource 
allocation requests from end-systems are sent to the BB of a domain, which 
performs admission control for that domain and forwards the request to the 
next hop domain on the way to the sink domain. For communication 
between the BBs, the Simple futer-domain Bandwidth Broker SignaHing 
(SffiBS) [8] protocol is proposed, forming a single layer of bandwidth 
brokers, which control the resources within each domain. The SffiBS 
architecture has several drawbacks, since intra-domain and inter-domain 
resource control are not clearly separated. fustead, the BB is responsible both 
for contraHing resources within the domain and for inter-domain resource 
allocation. Moreover, in this way the BB has to cope with each single 
request, which impedes the deployment of a scalable solution. fu fact, 
SffiBS assumes that each end-system request is forwarded along the path to 
the destination domain. To reduce the number of signaling messages, core 
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tunnels are proposed, which provide a pre-reserved pipe for further 
bandwidth allocations. 

On providing a roore scalable and easy deployable solution for the inter­
domain resource control roechanism, the Border Gateway Resource Protocol 
(BGRP) [9] framework is adopted in our architecture. The basic idea of the 
BGRP is the aggregation of reservations along the sink-trees formed by the 
BOP routing protocol [10,11]. Nevertheless, a nurober of extensions and 
enhanceroents are added to the current BGRP approach, in order to provide a 
roore scalable and promising solution. 

The paper is organized as follows: Section 2 specifies the overall 
architecture, describing the intra-domain architecture realized by the 
introduction of the Resource Control Layer (RCL). Moreover, the 
requireroents for defining the inter-resource control protocol are specified. 
Section 3 introduces the BGRP framework, determining its limitations, and 
providing a nurober of solutions, named quiet grafting roechanisro. Finally, 
conclusions and future work are delineated in Section 4. 

2. ARCHlTECTURE 

The airo of this section is to give a very brief introduction of the 
Resource Control Layer (RCL) architecture1, which is a prototypical next 
generation Internet architecture. The RCL architecture introduces a control 
layer that acts as distributed bandwidth broker and controls the resources of 
the underlying DiffServ-aware network. Although the classical BB 
architecture proposes a centralized approach where one BB is responsible for 
an administrative domain, RCL is designed as a hierarchical and distributed 
BB, to overcoroe potential scalability problems. 

Synoptically, the RCL interacts with host applications and end-users for 
QoS requests, performs per flow policy-based admission control, configures 
edge routers to accommodate the admitted flows, and roonitors and manages 
the overall resources in the network. As depicted in Figure 1, the three key 
components of the RCL are: the Resource Control Agent (RCA), the 
Admission Control Agent (ACA) and the End-User Application Toolkit 
(EAT). 

The Resource Control Agent (RCA) represents the ultimate principle of 
the domain concerning the manageroent of network resources. In order to 
siroplify the efficient handling of resources, the RCA makes use of the 
concept of Resource Pools (RPs), each one of which concentrates on a 
particular sub-area of the network. Therefore, the Resource Pools build a tree 

1 The reader is referred to [12] for a thorough presentation 



304 Peter Sampatakos, Eugenia Nikolouzou and lakovos Venieris 

hierarchy, following the network topology, in the sense that the root of the 
tree is in charge of the available resources in the whole network, while each 
leaf is associated to one edge router (ER) of the network. The Resource 
Pools are initially assigned with a specific portion of resources, according to 
traffic Ioad forecasts and results retrieved by measurements, and they also 
deploy an intelligent load-balancing algorithm for the re-distribution of 
resources among them, in case the initial distribution does not reflect the 
actual traftic Ioad [13]. 

The Admission Control Agent mainly performs user authentication and 
authorization, reservation handling, and admission control. Policing and 
admission control are performed only at the edges of the network. Therefore, 
in the context of the core functionality of the ACA, the corresponding 
ingress and egress points (ingress-egress ACAs) of the flow are identified, 
and the resources assigned in the respective RPs are checked to ensure that 
the new flow can be accepted. Upon a successful reservation request, the 
corresponding ACAs consequently configure the edge routers appropriately 
to accommodate the new flow. 

Reservation requests are forwarded to the ACAs from the End-User 
Application Toolkit, which mediates between end-users or applications and 
the network. The EAT interacts with the ACA tobe aware of the available 
network services. A reservation request specifies the flow identifiers, the 
selected network service and the expected traffic profile for it. Special 
support is foreseen for legacy applications as weil as for end users that are 
not aware of traffic description details, through the concept of Application 
Profiles. 

Resouree Controt Layer 

OIIIServ Layer ISP 

Figurel. The inter-domain architecture: RCL Layer 
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2.1 Requirements for the inter-domain resource control 
entity 

The RCL architecture is responsible for handling the resources of a single 
domain. Resource control between domains has some major differences to 
resource control within a domain. This enforces the need to establish new 
mechanisms to handle the inter-domain case. 

From the one hand, a domain's topology is built and controlled by a 
single network operator. Therefore, abstraction mechanisms like the resource 
pools can successfully be used to provide a coarse view of the topology. The 
Internet topology however, is based on a set of bilateral agreements between 
network operators. Moreover, scalability is an issue both for intra-domain 
and inter-domain resource control. One can handle single flows within a 
domain with an approach using distributed processing ( one ACA per edge 
device). Fora scalable inter-domain resource control however it is necessary 
to aggregate flows [9]. 

Taking into account these requirements, a different resource control 
mechanism used between domains is developed, based oti the proposal made 
in [9]. In particular, the BGRP Agent is responsible to communicate 
reservation requests between domains that can be locally controlled by 
RCAs. A BGRP agent is associated with each border router and interacts 
with the egress and ingress ACAs, respectively, of the neighbor domains. 
The basic idea of BGRP is the aggregation of reservations along the sink­
trees formed by the BGP routing protocol. The BGP routing protocol is 
characterized by the property of forwarding all packets for the same 
destination Autonomous System (AS) to the same next hop AS, which 
guarantees the formation of a sink-tree for each destination AS. All traffic 
destined for the same AS travels along the branches of this tree towards the 
root, while reservations for the same destination AS are aggregated at each 
BGRP agent. Therefore, a hop-by-hop reservation, based on the BGP routes, 
is used to follow the bilateral agreements of neighbored domains. 

Apart from the sink-tree based aggregation of reservations, which is the 
base for scalability, the signaling Ioad should also be controlled and reduced. 
Early reservation responses are used to control the amount of signaling 
traffic, while open interfaces allow this reservation mechanism to be used in 
conjunction with any kind of intra-domain resource control, which can 
provide edge-to-edge QoS. 

The two-leveled logical overlay network above the underlying core 
network is depicted in Figure 3.·This illustrates the main components of the 
overall architecture and their communication interfaces. 
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3. THEBGRPPROTOCOL 

3.1 Overview 

When resource reservation mechanisms will be deployed in a large-scale 
environment, it is imperative that scalability issues are taken into utter 
consideration. The problern particularly arises in large transit domains where 
the nurober of simultaneous reservations processed at the domains' routers 
may become extremely high and thus prohibitive with regard to the CPU 
processing, memory and link bandwidth requirements. More precisely, the 
nurober of reservations grows like O(N2) with N being the nurober of 
autonomous systems (AS) in the intemet. lt is therefore evident that 
individual handling of each flow is considered not to be a viable solution 
when applicable to inter-domain QoS reservation schemes. In essence, the 
need for aggregation is made apparent, no matter the granularity, for 
addressing effectively the aforementioned constraints. 

For Internet routing, BOP provides a mechanism, which is independent 
of the routing protocol used within domains. However, it co-operates with 
intra-domain routing, so that loop-free end-to-end routing paths can be 
guaranteed. A similar approach is necessary for resource reservation: BORP 
is a mechanism for Intemet-wide resource reservations, which is 
independent, but co-operating with resource control mechanisms within each 
domain. 

The BORP approach [9] proposes the aggregation of reservations on the 
basis of the destination AS. This functionality is closely related to the 
property of the BOP routing protocol that enables the creation of sink-trees 
(see Figure 2) while domains trace their route towards a particular AS. 
Consequently, reservations are aggregated along the sink-trees created by the 
BOP protocol [10,11], thus limiting to a great extent the nurober of active 
reservations maintained at the routers to a factor of O(N). The BORP 
protocol operates between the border routers of an AS or between entities 
associated to them. 

lt mainly uses three messages, i.e. PROBE, ORAFT and REFRESH 
messages. A PROBE message is the one initiated by the source domain and 
keeps being forwarded between BORP speaking entities (BORP agents) hop­
by-hop until it reaches the destination domain (root of the sink-tree). On its 
way towards the root domain, the path of AS domains traversed by the 
PROBE message is recorded within it and resource availability within each 
domain is checked upon. When the PROBE message reaches its destination, 
a GRAFT message is generated containing an identification of the 
destination domain (sink-tree id). The GRAFT message travels back to the 
source along the recorded path. Bach BGRP agent betonging to this path, 
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after processing the GRAFT message, aggregates the reservation with the 
existing ones pertaining to the same sink -tree and reserves the requested 
resources. Finally, REFRESH messages are exchanged regularly between 
BGRP agents with the aim of preserving the reservation state established at 
the corresponding routers. 

Figure2. Sink-tree creation 

In this way, BGRP mainly addresses the path length that each message 
has to travel, alleviating to a greater extent the scalability problem. In Figure 
3 the exchange of BGRP messages is illustrated over the intra-domain RCL 
architecture. 

Figure 3. The end-to-end architecture 

3.2 Quiet Grafting Mecbanism 

As described in the previous chapter, the fundamental concept of BGRP 
is the aggregation it perforrns on destination-based inter-domain reservations 
and thus resulting to the formation of sink-trees. It is therefore evident that 
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pure BGRP addresses the problern of scalability to a certain extent, i.e. it 
significantly reduces the amount of control state information kept at routers 
in conjunction with the volume of REFRESH messages needed for the 
maintenance of the corresponding state. 

Of interest to us, however, is enhancing BGRP with additional 
mechanisms so as to achieve a reduction in the number of PROBE and 
GRAFf messages as weil. Moving towards this direction, the quiet grafring 
mechanism is introduced. 

3.2.1 Raised Problems & Proposed Solutions 

When an inter-domain reservation is initiated at a source domain, the first 
BGRP agent constructs a PROBE message indicating the amount of 
bandwidth required and the destination address. lt is not evident, to which 
sink-tree this reservationwill belong. So the PROBEmessage is forwarded 
hop-by-hop between BGRP agents along the BOProute to the destination. 
Obviously, the last BGRP agent, which corresponds to the root of the sink­
tree, can assign a sink-tree id to the reservation. The GRAFf message sent 
back will contain this sink-tree id. Asthismessage travels back to the source 
domain, it installs the necessary sink-tree reservations in the path segments. 

To enable an intermediate BGRP agent to answer a PROBE message 
successfully with a positive response, the following conditions have to be 
met: 
- The BGRP agent must be able to identify the sink-tree, to which the 

reservation belongs. 
- The BGRP agent must have pre-reserved resources for this sink-tree, so 

that he can guarantee, that the resources are available on the path segment 
from the current point to the destination domain. 

- As the last BGRP agent may no Ionger be inforrned about a new 
reservation (since the PROBEmessage is terminated earlier), the BGRP 
agent must provide means to contact the destination domain, so that 
resources can also be reserved on the not-BGRP-controlled path segment 
inside the destination domain (intra-domain). 
The following paragraphs describe the solutions we propose to solve 

these requirements. 

3.2.2 Early sink-tree identification 

In order to terminate a PROBE message earlier on the way to the 
destination domain, an intermediate BGRP agent must be able to determine 
the sink-tree, to which this reservation belongs. Sink-trees collect all traffic 
identified by the network layer reachability information (NLRI) announced 
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by that root. They are identified by the AS nurober of the destination domain 
and an identification ofthe border router in the destination AS (entry point). 

The proposed solution is to back-propagate all information necessary to 
identify the sink-tree with the GRAF!' message. All BGRP agents store this 
information and use it to identify the sink-tree for subsequent reservations 
before the PROBE message reaches the final destination domain. BGP 
routes cannot be used for this purpose, because BOP may aggregate several 
routes. Sink.-trees, however, may not be aggregated. 

It is evident that storing this information causes additional memory 
usage. Foreach sink.-tree with active reservations, the NLRI must be stored 
in addition to any other data. Provided, that the nurober of reachable subnets 
per AS can be statistically described by a fixed factor, this is however a 
linear increase in memory usage and therefore does not affect scalability. As 
with all reservation information, also the NLRI information is periodically 
updated using the REFRESH message. In this way, changes in the NLRI are 
propagated to all affected BGRP agents. 

3.2.3 Hysteresis for the creation of Resource Cushions 

Irrespective of the identification of a sink.-tree, the quiet grafring of a new 
reservation will not be feasible if there are not enough resources so as to 
accommodate the new request. Therefore, it is required that BGRP nodes are 
assigned with more bandwidth than currently reserved. To accomplish that, 
over-reservation, quantisation and hysteresis techniques are likely to be 
employed. 

The first two approaches are likely to introduce some limitations with 
respect to their impact on the Quiet Grafring probability and can 
inadvertently produce the opposite effects to the ones envisioned. Over­
reservation, when performed without control, can Iead to a reduction of the 
Quiet Grafring probability. This is due to the fact that future requests, 
coming from BGRP nodes other than the ones with over-reserved resources, 
are likely not to be grafred onto the tree or not to be accommodated at all. 
Another impact of over-reservation requests can be PROBE messages that 
travel unnecessarily towards the root of the tree even if the requested 
resources are available, operating as before at the expense of Quiet Grafring. 

Quantization of the requested resources, i.e. rounding them up to a 
multiple of a chosen quantum, can Iead to undesirable results as weil. This is 
particularly true in the case of sink.-trees that consist of many leaf nodes (N) 
and are moreover incapable, due to Iack of future reservation requests, of 
using the remaining amount of the reserved bandwidth. As a result, the root 
of the sink-tree will end up having reserved at least N*quantum resources, 
far surpassing the actual needs. Thus, the adoption of the quantization 
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mechanism can only be justified for sink:-trees with a limited amount of 
leaves and a much greater amount of reservation requests. 

In essence, given the aforementioned concerns coupled with the 
complexity induced by the adoption of the corresponding techniques, it is 
proposed that the BGRP nodes do not perform over-reservation or 
quantization upon receiving a new reservation request. lnstead, hysteresis on 
the release of resources is more appropriate for the forrnation of resource 
cushions at the BGRP nodes. The resource cushion mechanism that will be 
employed bases its resource release policy on the existence of the release 
period and thresholds. 

When a BRPG agent receives a RELEASE message and it does not 
forward this messagefurther downstream towards the root of the sink:-tree, 
then it allocates resources downstream, which are not in use upstream. These 
resources, which are reserved downstream but not upstream of a BGRP 
agent (and which are collected through) due to retained RELEASE 
messages, are called resource cushions. A resource cushion is tied to a sink­
tree. A BGRP agent may build resource cushions for all of its sink-trees. 
Building resource cushions has as an impact the reduction of the signaling 
Ioad, because retained RELEASE messages reduce the signaling Ioad of 
downstream domains. The use of resource cushions for arriving reservation 
requests further reduces the signaling Ioad of downstream domains, when 
reservation requests are not forwarded but served from resource cushion 
immediately. 

3.2.4 Signalling in the last domain 

The quiet grafring mechanism inhibits the forwarding of signaling 
messages to the destination domain, since these are already answered at 
some intermediate stage. This has as impact that the last domain is unaware 
of a new reservation or release request. 

Specifically, resource reservations are carried out or pre-reserved 
resources are used up to the ingress border router of the destination domain. 
Therefore, only the ingress border router of the last domain has reserved 
resources, while no resource reservation is performed on the path from the 
ingress border router to the egress edge router, which is connected to the 
destination host. In order to enable though edge-to-edge QoS-aware services, 
it is necessary to reserve resources within the last domain, which is achieved 
by allowing for a direct communication between the originating and the last 
domain. 

In particular, each domain should provide a standardized interface to its 
intra-domain resource control entity. Therefore, enhancing the inforrnation 
carried by the GRAF!' message can solve the problern of signaling in the last 
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domain. lt is actually proposed to back-propagate a reference to this 
interface as well as the IP address of the ingress border router of the last 
domain within the GRAFf message so that this information is stored at each 
intermediate BGRP agent. In this way, the source intra-domain resource 
control entity retrieves the reference of the destination' s intra-domain entity, 
which is responsible for reserving resources within the last domain. 
Consequently, a direct communication between the two domains is achieved 
and then, the initiating domain explicitly requests the resources in the 
destination domain, if necessary. 

This reference is also necessary for the release of a reservation: since 
resources are not immediately released, when the original end-user request is 
removed, possibly the destination domain will not be informed at all about 
this event. For this purpose it is necessary that the originator of the request 
can directly inform the destination domain. 

4. CONCLUSIONS 

The overall architecture presented in this paper addresses the problern of 
QoS provisioning in IP networks, providing a scalable approach for inter­
domain resource reservation. However, the efficiency of an inter-domain 
protocol requires also an intra-domain architecture capable of providing QoS 
guarantees. The introduced RCL architecture is considered as a reference 
intra-domain architecture, which is responsible for the handling of the 
reservation requests, performing policy-based admission control, configuring 
the network in a top-down approach, managing the network resources and 
dynamically redistributing them among the network elements. 

The main focus of the paper thought, is the description of the BGRP 
protocol framework, providing sink-tree based aggregation for resource 
reservations over a number of different AS. However, BGRP is just the frrst 
step towards the Sealability. Aiming at reducing the number of signaling 
messages, the quiet grafting mechanism has been introduced. A set of 
problems has been identified and solutions were proposed and analyzed. 
More specifically, a proposal for the identification of the sink tree was 
investigated, a resource management scheme was presented and a solution 
conceming the signaling in the last domain was provided. 
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