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Abstract In this paper, we present a novel approach to retrieve images that contain the 
query image as a part regardless of the size and position the query image 
appears. Images in Database are segmented in advance, for each major region 
obtained, a composite measurement of color, area percentage and position are 
stored as the feature. While retrieving, the query image is also first segmented, 
and then the major regions' colors, their area ratios and spatial relationships are 
generated for narrowing the searching space. The utilization of multiple 
regions alleviates the influence of inaccurate segmentation, the pre­
segmentation of images in database allows indexing of features of color 
regions and enables the fast retrieving. The experiment shows the advantages 
and weakness of the proposed method. 
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1. INTRODUCTION 

In recent years, with the dramatic improvements in computer technology 
and the advent of World-Wide Web, there has been a rapid increase of the 

X. Zhou et al. (eds.), Visual and Multimedia Information Management
© Springer Science+Business Media New York 2002



68 

size of digital image collections. However, we can not access to or make use 
of the information unless it is organized so as to allow efficient browsing, 
searching and retrieval. Many researchers and institutions are currently 
involved in providing tools and methods to efficiently manage pictorial 
digital libraries. 

Up to now, a great deal of effort has been made on global measurement 
of image similarity (Cinque et aI., 1999) (Flickner et aI., 1995) (Yi et aI., 
1999) (Smith et aI., 1999) (Shih et aI., 2(00) (Smith et aI., 1997) (Li et aI., 
2(00), some of them deal with color regions. However, it is not conducive to 
building systems that retrieve images which are semantically related to a 
given query image. Semantic image similarity, which is what the Content­
Based Image Retrieval (CBIR) users expect and demand, often follows only 
from partial match between images as shown in Figure 1, in which the two 
images are semantically relative since they contain the same announcer. 

Figure 1 Semantically related images 

What seems to be lacking, however, is the research on partial image 
retrieval. Only in recently few years, some attentions are paid on it (Cohen, 
1999) (Kim et aI., 2(00) (Moghaddam et aI., 1999). However, the current 
research status is still far away from perfect. Most of them focus on the local 
feature defining and matching, neglecting the problem of "interactive-time" 
which is very important while the volume of image database is large. 

In this paper, we will present a novel approach for partial image retrieval, 
which pre-segment the images in database, allowing the indexing of features 
of color regions and enabling the fast retrieval for query image by utilizing a 
combination of multiple color regions to calculate the similarity. 

The rest of this paper is organized as follows: Section 2 introduces the 
retrieval method in detail, including the image segmentation, the features 
stored in database and used for retrieval, and the searching process. In 
Section 3 experimental results are reported, and advantages and weakness of 
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the proposed method are discussed. Finally Section 4 presents conclusions 
and our future work. 

2. PROPOSED METHOD 

In this section, we propose a novel partial image retrieval method which 
utilizes color regions' color, area percentage and their spatial relationships 
for retrieval. In this method, all images are segmented into regions in 
advance. For each region, certain features are extracted and indexed for later 
retrieval. While given a query image, the query image is also segmented first, 
and the corresponding features of major regions are extracted and combined 
for local measurements similarity calculation (Figure 2). 

Partial image feahue 

Whole JJH3g.e feature~ DB 

Figure 2 Partial image retrieval with color regions and spatial relationships 
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2.1 Image segmentation 

An improved splicand_merge method is developed for image 
segmentation, which can segment an image into regions with certain colors 
and texture patterns. 

Split 

The image is at fIrst split into four parts recursively --- NW, NE, SW, SE 
parts (Figure 3(a)). 

(a) Example of splitting (b) Structure of the quad tree 

Figure 3 Image segmentation with split and merge method 

Let meanR be the average color of part R, a R be the deviation. The 
splitting of part R would be stopped in any of the three cases: 
1. AreaR< Thresholdarea, 

Which means that when the area of part R is smaller than a certain 
value, the splitting should be stopped. Since the retrieval which we will 
discuss later utilizes multiple regions which can reduce the influence of 
inaccurate segmentation, an appropriate value for AreaR can be taken 
with a trade-off between the segment accuracy and cost. 

2. a R < Threshold a , 

Which means that if the color in part R is almost the same, then this 
part does not need to be split further. 

3. For two consecutive levels of splitting, 

a R z a NW zaNE z a SE z a sw and 

meanR z meanNW z meanNE z meanSE z meansw 
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Which means that the part R may be a region which has a certain color 
or texture pattern. With this condition, a texture region would not be split 
into small ones. 
The result of the split is represented as a quad tree (Figure 3 (b», in 

which the leaf nodes mean the final parts which do not need to be split 
further. 

Merge 

After the image has been split into a set of sub-regions, the next work is 
merging the neighboring ones which have similar colors into a larger region. 

Figure 4 illustrates some examples of segmentation results. 

Figure 4 Examples of image segmentation 

2.2 Features for retrieval 

As we have mentioned at the beginning of Section 2, for each image in 
Database, the features of its major regions are extracted and stored for later 
retrieval. Considering the retrieval requirements as well as the costs, we set 
the number of major regions as 30. For each region, a composite feature of 
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color, area percentage, and position is extracted. The feature vector is 
described as: 

(imgID, meanH, meanV, meanC, Area, T, Xmin, Ymin, Xmax, Ymax) 

Where imgID denotes the ID number of the image which contains the region. 
meanH denotes the mean value of Hue of this region. 
mean V denotes the mean value of Value of this region. 
meanC denotes the mean value of Chroma of this region. 
Area indicates the percentage ofthis region's area to the whole image. 
T denotes this image's position on time axis. It is used in case the 

image is a frame in a video/image sequence. 
Xmin, Ymin, Xmax, Ymax indicate the coordinates of the minimum 

bounding rectangle of this region relative to the top-left vertex of 
the image, for the whole image they are (0, 0, 1, 1). 

For retrieval, the query image is also segmented. However, only main 
regions (according to the area size) are utilized for retrieval. Suppose that we 
use the top N regions, the features of them are described as: 

(meanHj, mean Vj, meanC;, Area;, T;, Xmin;, Ymin;, Xmax;, Ymaxj) , 
i = 1, ... , N 

Where Areaj >=Areaj+l 

For the query image, the features used for retrieval are described as: 

a. Color feature 

It is described as: 

(meanHj, mean V;, meanCj), i = 1, ... , N 

The Euclidean distance is utilized as its distance measurement Dc. 

h. Area ratio 

It is obviously that even the size of an object changed, the ratio of the 
corresponding regions' areas is almost the same as it appears in the 
original image. Therefore the ratio of region areas can be used as a 
feature, which is invariant to image size. Since we have obtained a 
feature element Area, which means percentage of a segmented region's 
area to the area of the whole image, The feature Area ratio is described 
as: 

(Areal Area2 Area; AreaN _I ) 

Area2 ' Area3 , ••• , Area;+l , ... , AreaN 

c. Spatial relationships of the major segmented regions 
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Some researchers have worked on retrieving images on spatial 
relationships (Kim et aI., 1999) (Venkat, 1998). We considered and 
briefly investigated various techniques for spatial representation and 
matching, including the elastic spring models and graph matching. But in 
the end, considering the spatial information available in our work --- the 
minimal bounding rectangle of segmented regions, we opted for a much 
simpler formulation based on the consistency of arrangement of vertex in 
x and y axis, as illustrated in Figure 5. 

Yminl . . .• ~ 

v_····H 
Y ..... , ·· · · 1 · · · ····-···· ·· ·· ·· 1 ······~11 

Y~ •• + ................ + ................ .... 
~ ~ 

Ymin, .. . ... r-----t 

; 

Xmll\i, Ymln,: 1 

Xma.x" Ymax,: 2 

Xmln:, Ymln:: 3 

xmax2, Ymax2: 4 

(Xmll\i, Xmax .. Xmln:, Xmaxz) 

:I: 
(1,2,3,4) 

(Ymll\i, Ymax" Ymln" Ymax2) 

:I: 
(1,2,3,4) 

(Xmln" Xmln" Xmax" Xmax2) 

• (1,3,2,4) 

(Ymll\i, Ymln:, Ymax" Ymax21 

• (1,3,2,4) 

Figure 5 Representation of spatial relationship between two regions 

Let (Xmin, Ymin), (Xmax, Ymax) be the top-left and bottom-right vertex 
of the minimal bounding rectangle of a region. For two regions Ri and 
Ri+l as shown in Figure 5, assign labels 1, 2, 3, 4 to Xmint. Xmaxl , 
Xmin2 ,Xmax2 respectively, Sorting the Xmint. Xmax1 ,Xmin2, Xmax2, 
the sequence of the corresponding labels becomes the x -axis spatial 
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relationship of Ri and Ri+!' The y-axis spatial relationships can be 
obtained similarly. 
For example, for Figure 5 (a), the spatial relationship of Ri and Ri+! is 
represented as (1, 2, 3, 4) for x-axis, (1, 2, 3,4) for y-axis, and for Figure 
5 (b), it is represented as (1, 3, 2, 4) for x-axis, (1, 3, 2,4) for y-axis. 
Let (Ix], lxl' lx3, lx4), (ly], lyz, ly3, ly4) refer to the x-axis, y-axis spatial 
relationships between a pair of regions, respectively. The distance 
between two pairs of regions is calculated with the following equation: 

i=1 ;=1 

For example, the distance between Figure 5 (a) and Figure 5 (b) is: 

.Jo+ 1 + 1 +0+0+ 1 + 1 +0 = 2 

Therefore, the spatial relationship of the query image can be described as: 

{(lxiJ, Ixi2, Ixi3, lxi4 lyiJ, lyi2, IYi3' lyi4) I i=l, ... , N-l} 

For each i, (lxi], lxiz, lxi3, lxi4lyi], lyiZ, lyi3, lyi4) denotes the spatial relationship 
between region Ri and Ri+l. 

2.3 Retrieval with combination of multiple color regions 

Assuming that the query image is segmented into N major regions: {R], 
Rz, ... , RN }, from these N regions, three kinds of features discussed in 
Section 2.2 can be obtained. 

On the other hand, for each image in the Database, features of top 30 
segmented exclusive regions are available. They are represented as: 

(imgID', meanH'j> meanV'j> meanC'j' Area'j> T'j> Xmin'j' Ymin'j> Xmax'j> Ymax'j), 

j = I, ... ,30 

Where Area'j >=Area'j+l 

An image which contains a region set of {R'b R'z, ... , R'N} is considered 
the final candidate, if it satisfies the following conditions: 

a. DJRj, R'i}<Thresholdc, i=], ... , N 

Which means that the colors of corresponding regions should be identical. 

b I Area. Area. 1'-] N] 
• --' - '<ThresholdA ' -, ••• , -

Areaj+1 Areaj+1 

Which means that the area ratios of the corresponding region pairs should 
be identical. 
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c. Ds «Rj, Rj+J), (R'j, R'j+J»< Thresholds, i=1, ... , N-1 

Which means that the spatial relationships of the corresponding region 
pairs should be identical. 

At fIrst, the largest region RJ is searched according to its color feature, a 
result set of {(imgIDj, regionj], DciJ)}is obtained. then it's the turn of the 
second largest region R20 it is not necessary to search the whole feature space 
now. For each (imgID;, regionj, Dcj) in the result set, check the 30 regions in 
image imgIDj, if there does not exist a corresponding R' 2 which satisfIes the 
three conditions, then delete the (imgID;, regionj], D ciJ) from the result set, 
else the result set becomes {(imgIDj, regionj], regiona, DciJ+ Dca)}. Repeat 
the process until the last region RN is processed. 

The region-based partial image retrieval is processed serially region by 
region. At each step, the searching space is narrowed according to the three 
conditions discussed above. 

3. EXPERIMENTAL RESULTS 

For experiments, we constructed an image database of 11000 images, in 
which 3300 images with size of 192x128 are from Tesmic System, and 7200 
images with size of 162x120 are extracted at the rate of 1 frame per second 
from two hours videos of NHK news. The remaining 500 images are 
extracted from a driving shot of urban scene. Although the three types of 
images have different size and qualities, our method can handle them as the 
same. 

Figure 6 and Figure 7 show two examples of retrieved results. 
It can be seen from the fIgures that the proposed method can retrieve 

images containing the query object with varying size and locations. 
The results show that for an object with special color regions (Figure 

6(a», the method works well, however, for an object with common color 
regions, e.g., in Figure 7(a), the announcer wears a suit of a very popular 
color, the approach failed to generate a good precision and recall. 
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(a) Query ima&e 

(b) Enroples of true reslIlts 

.' . ...... , . . , ~. 

~L:-

'"'" --~ -.--. :li~ ~-A:A I ~.;.~; 

(c) Enmples of1alse resuls 

Figure 6 Results of partial image retrieval (1) 

(a) Query image 

(b)Examples oftruel1!S1llts 

(c) Examples oftalse resulb 

Figure 7 Results of partial image retrieval (2) 
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\ 

Here we use precision and recall for further evaluation. They are defined 

Precision = IA n BI 
~ 

Recall = IA n BI 
IAI 

Where A is the set of all relevant images, which contains the query 
image as a part, B is the set ofretrieved images resulting from the query. 

From the definition we can know that precision is the ratio of the 
number of relevant images retrieved to the total number of images retrieved. 
Perfect precision (100%) means that all retrieved images are relevant. Recall 
is the ratio of the number of relevant images retrieved to the total number of 
relevant images. Perfect recall(100%) can be obtained by retrieving the 
entire collection, but the precision will be poor. Generally there is a trade-off 
between precision and recall. 



78 

Figure 8 illustrates precision-recall relations for retrieving some objects. 
The horizontal axis indicates the precision and the vertical axis indicates the 
recall. From these results, we can also obtain the same conclusion which we 
observed from Figure 6 and Figure 7 --- this method can work well for 
objects with special or rich color regions, but is weak for objects which only 
have popular colors, such as simple black or gray. 

The experiment was processed on a PC with CPU of 1G, memory of 
384M, and the program was written with Visual C++. The average time of 
retrieving one image is about 50 seconds, which we thought is an acceptable 
cost compared with the cost of (Cohen, 1999) --- the time of per query­
image comparison is about 0.1 seconds which is obviously a high cost while 
the volume of database grows to thousands of images. 

4. CONCLUSIONS AND FUTURE WORK 

In this paper, a novel method for partial image retrieval was proposed, 
which can retrieve images that contain the query image as a part regardless 
of the size and position. Images in image database were segmented in 
advance, for each major region obtained, a composite measurement of color, 
area percentage and position was extracted and stored as the feature. The 
pre-segmentation and the simple features allows the indexing of features of 
color regions and enables the fast retrieval. While retrieving, the query 
image was also first segmented, and then the major regions' colors, their area 
ratios and spatial relationships were generated for narrowing the searching 
space. Since the color feature is used as main feature, the proposed method 
can work well for objects with special or rich color regions, but is weak for 
objects which only have popular colors, such as simple black or gray, as 
shown in our experiment. 

Our future work includes adding new features such as shape features to 
enhance the precision, and utilizing a high dimensional index structure to 
accelerate the retrieving process. 
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