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Abstract 
New markets' demand objectives call for the integration of process planning in 
production management, which means that the process plan must be regarded as a 
variable, to be generated within seconds and with no human intervention. The 
matrix method, aims at introducing flexibility by integrating process planning and 
production management The routing is presented by an Operation-Resources 
Matrix, which represents many possible routing, However, the selection of the 
routing is deferred to the moment of need. The method does a Material 
Requirements Planning (finite capacity) and Capacity Planning in one run, keeping 
the product network (Bill of Material) at all times. In this paper the concept of the 
matrix method is described. 
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1. INTRODUCTION 

The Production Management (PM) task is to plan and produce the products 
according to management orders and policy. The major objectives of the task are: 
• Meeting the delivery dates 
• Keeping the capital, tied down in production, to a minimum 
• Minimizing the manufacturing lead time 
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• Minimizing the idle times of the resources 
The tmditional method to perfonn this task is divided into several stages (Hal, 

1980). The orders are initially converted to required manufacturing activities, 
which defines what should be produced at the shop, and what should be purchased 
or outsourced. 1bis stage is called :MRP - Material Requirement Planning/Material 
Resource Planning .. The material and the items that are made outside the company 
are taking care of by purchasing. The items that are produced in shop are handled 
in the next step: CP - Capacity Planning. In this step a long-range plan is made, 
planning the capacity required at each work center and helping to allocate the 
machines and manpower required to meet the goals of PM. The immediate short 
periods are scheduled in order to determine what jobs should be dispatched to the 
shop floor for execution in a certain time period. The Job Release (dispatch) step is 
the link between planning and execution. It initiates the production activities by the 
issue of orders to the shop floor, according to a short-tenn schedule taken from the 
capacity plan. 

The main inputs to the PM are: 
• The orders and tasks, including quantity and the delivery date 
• The bill of materials for each product 
• The routing for each component 
• Inventory and resources 

The planning and execution, in the traditional method, as described above, 
regards the routing as static and wmlterable. Thus, the planning is simple, but it 
robs the shop from production flexibility and efficiency. [Seo and Egbelu 1996], 
[Hal, 1980] 

Today's competitive market imposes new demands and objectives on the 
manufacturing process. Example of these demands is: delivery speed to market; 
product diversity and options; competitive product quality; customer satisfaction; 
and naturally, a competitive price. Since the traditional control methods do not 
supply solutions to these new demands, new methods and solutions are proposed. 
The main trend is to integrate teclmology with Production Management. Current 
Production Management often runs into problems such as: not meeting due dates, 
finite-capacity planning, overload, under-utilization and bottlenecks. Such 
problems occur mainly due to the fact that the routing (process plan) is regarded as 
unalterable. Anyone who has actually managed a production facility knows that 
this is not really the case. If the process routing is viewed as a variable, then many 
of the above problems can be solved by elimination. For example: An overload 
situation occurs in the Capacity Planning System. Traditional methods attempt to 
resolve this situation by transferring jobs to under-utilized periods or deferring 
operations to a later period. The result is increased Work In Process (WIP) and not 
meeting the due dates. By the dynamic routing method, this situation can often be 
solved by using a different routing that takes advantage of the under-utilized 
machines. Traditionally, internal due dates are set by the MRP system. They are 
not accurate as MRP considers infinite capacity. This causes unrealistic due dates, 
that in turn creates unrealistic capacity plans and schedules. 
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With a dynamic system that can generate process plans within seconds without 
human intervention. there is no need to run the MRP system with infinite capacity. 
By employing a dynamic CAPP system the MRP system can be run considering 
finite capacity. These are only a few examples of how the use of a dynamic CAPP 
system may revolutionize production management procedures. 

The manufacturing process is a dynamic one as resources change, machines fail, 
tools break, employees are unavailable, orders change, parts are rejected and 
rewodred, power failures occur, etc. This dynamic nature calls for dynamic 
planning and :flexibility of operation. Flexibility calls for immediate adaptation of 
process plans to the availability of resources. Furthermore, there are many 
optimization criteria for production planning and process planning. Each criterion 
calls for modification of the process plan. Thus a process plan should be 
dynamically adjusted to meet the criteria of the situation at hand. 

This paper presents a dynamic system that integrates process planning with 
production management Tite system integrates all stages, i.e. MRP, CP and 
SFC(shop flow control) with one dynamic logistics program. The dynamic and 
flexible behavior is obtained by employing the matrix method in process plruming. 
The philosophy of this method is that a process plrumer is neither an economist nor 
a production plrumer. Therefore he should not make decisions, that is beyond his 
field of expertise. His task should be to prepare a matrix, covering all feasible 
routings, and subsequently let the expert in production plruming decide which route 
to use, considering order size, plant load and shop floor state at the moment of 
decision making. The product tree (network) is being kept tllroughout all the 
planning steps. 

2 THE MATRIX PROCESS PLANNING CONCEPT 

The proposed CAPP system is composed of three stages: technology, 
transformation. and decision (mathematics). The technology stage generates 
Theoretical Processes (TP). The transformation stage constructs a matrix. Tite 
decision (mathematics) stage solves the matrix and generates a dynamic process 
plan according to the immediate requirements of the production facility. 

The matrix represents an almost infmite number of possible routings. The 
decision of which routing to use is deferred to the time of execution. The routing 
decision making has been trrutsformed from a technological into a matllematics 
decision. The decision-maker does not need to posses any teclmical knowledge, he 
has just to understand tile capabilities of tile matrix. The matrix solution time is 
less then a second. 

The construction of tile matrix has been discussed in several papers and a book 
(Hall995). In this paper, only tile usage of tile matrix is described. 

The concept is based on tile Operation - Machine matrix, where tile entries are 
Tij or Cij, depending on tile requested criteria of optimization. Tij represents the 
time to perform operation i on machine j, and Cij means tile cost of performing 
operation i on machine j. The matrix is shown in Table l. The sequence of entering 
operations into tile matrix can be casual. The priority row indicates tile constraints 
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on the actual sequence of machining operations on a path. The number in this row 
indicates which operation must precede the considered operation. It does not have 
to follow this operation immediately. Priority number 0 means that this operation 
may be the first machining operation or be performed anywhere. For example, the 
priority of operation 010 is 000; the priority of operation 020 is 010; the priority of 
operation 030 is 020; the priority of operation 040 is also 010. This means that the 
sequence of operations may be: 010; 020; 030; 040 or 020; 030; 010; 040, or 020; 
010, 040; 030. 
Due to tolerance demands, some operations must be performed on the same 
machine or with the same fixture. These requirements are indicated in the row 
marked as relation. 

Process planning is a technological decision-making process. By using the matrix 
method process planning is transformed from a technological into a mathematical 
process. The definition of the mathematical problem is as follows: Given a list of 
operations to be performed and a list of available facilities, a decision is required as 
to which machine (or machines) to use, which operation(s) to perform on each 
machine, what their sequence should be, and what cutting conditions to employ. 
The optimization criterion is either maximum production, or minimum cost. A 
penalty is added for extra time or expense, whenever a change in machine or_set-up 
takes place. This penalty should cover the extra cost of: set-up, transfer of parts 
between machines, additional complications in capacity planning, job recording 
and inspection, etc. Note that the "penalty" is for a batch and thus is a function of 
the quantity to be produced. The larger the batch, the lower the penalty, and thus 
the higher the probability of selecting the best machine for each specific operation. 
The sequence (priority) and the relationship (relation) between operations must be 
maintained. That means that the sequence of operations may be altered, if by doing 
so the number of machine changes is reduced. However, the priority indicated in 
the matrix should be obeyed. This effect can be appreciated by reviewing Table 1. 

Table 1: The matrix format 
Oper# Oper# Oper Oper Oper 
010 020 #030 #040 #050 

Priority 00 010 020 030 020 
Relation 0 0 0 0 2 
TP 2.02 0.05 0.39 0.20 0.18 

c 0 s T 

Mdt#l 12.48 4.60 5.96 5.20 5.12 
Mdtlll 9.51 3.60 4.59 4.05 3.99 
Mdt#J 5.15 2.39 2.87 "rn 

Mdt#4 999 999 999 ~ .... r999 
Mdt#S 4.02- _, 1\C nnr ""n 2.18 
Mdt~ 6.54 2.00 3.28 2.90 2.86 

Machine #5 ~ 4.02 + 2.05 + 2.18 = $8.25 = 8.25 Min 
Machine #3 ~ 2.87 + 2.90 = $5.77 = 4.12 Min 

Oper Total 
#060 
050 Cost Time 
0 
0.41 

$ 

6.04 39.40 9.85 
4.68 30.42 10.14 

2.90 18.49 13.21 
999 999 
999 999 
3.32 21.50 10.75 
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Machine #4 ~ 1.86 "'"'""":"---:---=~$ .... 1.8..,.6.__=___,_1""'.86::<..;Min.._....' 
Subtotal $15.88 14.23 Min 
Total* $17.08 15.43 Min 

* Three penalties of $0.4 each 

By using an unaltered process and the best machine for each operation, as 
indicated by the shaded numbers, five penalties have to be added to the cost of the 
process. (Machine # 5 - 6 - 3 - 4 - 5 - 3). However, the sequence of operation 
might be changed to the one shown by the arrows. (The penalty to use machine #6 
is greater than the machining cost difference between machine #5 & 6). In this 
case only two penalties have to be added to the cost of the process. 

The solution for the maximum production ( minimum time ) criterion (the upper 
matrix) results in only one machine (machine #1) to perform all operations. The 
optimum process is a compromise between all the expenses and the individual 
operation cost. For solving this matrix problem, a special technique has been 
devised. The matrix solution is done within seconds. 

Table 1 shows two optimum processes. The maximum production optimum will 
take 9.85 minutes and a cost of $39.4. The minimum cost optimum will take 15.43 
minutes and a cost of $17.08. The difference between the two processes is, that for 
maximum production machine # 1 is selected, which is a powerful modem 
machining center that can perform all the opemtions in one chucking, while the 
minimum cost process uses rough, old, inaccurate machines for roughing 
operations and an accurate and stable machine for the finishing opemtions. Which 
process to select, depends on the shop floor load. For rush orders, the shortest 
production process is best, while in a slack situation the minimum cost alternative 
is the best. One can make such a decision only at the production management 
stage, and not at the process planning stage. 

Currently the information transferred to production management contains usually 
the final decisions. For example : Use machine #5 for 8.25 min. (performing 
operations No. 010; 020; & 050). Next, use Machine #3 for 4.12 min. (performing 
operations No. 030; & 050). Finally, use machine #4 for 1.86 min. (performing 
operation No. 040). Production management has to work with this information and 
subsequently will get into a lot of planning problems. 

With the use o(.the matrix method, the process planner's task is to be a data 
provider and not a decision-maker. He only constructs the matrix. There is no 
optimum process that fulfills botl1 the time and the cost optimum. One has to 
determine which one to use. Natumlly, it is not a decision for the process planner 
to make. 

The flexibility provided by tile use of the matrix method, allows us to regard 
routing as a variable and not as a fixed one. Therefore, an improved production 
management method can be constructed. Such a method is proposed in the next 
section. 

3 THE MATRIX METHOD -GENERAL ARCillTECTURE 

The matrix method is based upon the following concepts: 
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-Each decision is made by a qualified expert 
- Each decision is based on real facts and not on assumptions 
- Each decision is made at the time of execution, independent of the other decisions 
- Each decision may be changed when circumstances change 

Keep the system simple 

3.1 Factory completed dates planning 

Traditional practice is that Production Management activities start with customer 
orders as input Order delivery date is part of the order information. Delivery date 
plays a major role in PM stages. The MRP uses it for determining due dates for 
purchased and in house production orders. CP uses MRP due dates for in house 
machine loading. The complete date is one of the determining factors in 
establishing the quality of the shop performance. However, no one questions how 
the delivery date was determined. In many cases, sales promise non-realistic 
delivery dates, but PM regards them as a constraint 

In the proposed set up, the matrix system may be used by Sales and/or 
Management to establish realistic delivery dates. The matrix may be used as part of 
a larger control architecture as shown in Figure 1. The algorithm is as follows: the 
last machine capacity plan will be referred to as "load profile" (see Figure 7). The 
load profile is a result of a finite capacity machine loading process. The loading 
method will be described in section 3.3. The load profile shows the existing jobs 
planned on all the available resources. In any plan there might be some resource 
idle time. When a new order arrives, the matrix genemtes the best routing for the 
order. Considering the available inventory and the bill of materials, the system 
attempts to load the new order by using the idle spaces. This loading will be based 
on the minimum cost criterion (if the routing was generated for minimum cost 
optimization criteria). However as the order is loaded only at idle time or at the end 
of the loading period, the complete date might be far ahead. The matrix method 
may generate alternative processes, by using different machines. As an altemate 
process cannot be as efficient as the best process, the cost of producing the order 
will increase. But on the other hand, the idle time of the alternate machines might 
become shorter and the due date may become nearer. The matrix method has two 
features that might be handy in this case. One is the "Machine blocking option", 
were the scheduler is asked to ignore certain machines. The other is "Forced 
process planning option" were the machines to use are dictated externally. These 
features are used to genemte alternatives. A list of alternative due dates and cost 
will be generated by the matrix method, as shown in Figure 2. Negotiation with the 
customer may be used to establish realistic delivery dates. 
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ALTERNATIVES 

Figure 1 Control architecture using the matrix method 

ALTERN COST DUEDATE NOTES 

' 1 30 120 New order super imposed on load profile 
with minimum cost optimization 

2 35 100 New order super imposed on load profile 
with maximum production optimization 

3 40 70 With dynamic process plan 

4-n 46 68 Several dynamic alternatives 
n -J 50 50 Combinations of delaying existing orders 

igure 2 Alternative Due Date Planning 

3.2 Production Planning - Job Release 

The objective of this stage is to plan the activities on the shop floor, in order to 
meet delivecy dates. The outcome of this planning is the order release to the shop 
floor for execution. In the matrix method, the order release must be practical. The 
planning is with finite capacity and with the use of the product tree. The detailed 
capacity plan has to be transformed into a real schedule. 
The planning steps and method are as follows: 
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a. Detennination of priorities 
For each order build a time-element tree, using data from the product 
structure. The tree is constructed from the order due-date backwards. Starting 
with the order, call the matrix indicating the item and the required quantity 
and retrieve the execution time. Transfer the total time to the time scale (in, 
let say, days) and subtract the time from the delivecy date of the order. This 
yields the starting time for the job. Next, retrieve the following sub-assembly 
or component from the bill of materials and compute its required quantity. 
Call the matrix indicating the item name and the required quantity and follow 
the same procedure as above, calculate the starting time of that job. Continue 
the same procedure for all the items of the order and for all orders in the 
logbook. 

b. Stock allocation. 
The objective of this step is to allocate the available items in inventory to the 
available orders and adjust the early starting dates accordingly. It is done by 
scanning all the orders and finding the critical item i.e. the item where the 
starting day is the nearest one. Run over the tree of this item to find the 
product and the order. Search inventocy and see if such product is available in 
stock. If available, allocate it to this order. Reduce the quantity of the order 
by the available quantity and rebuild the product tree witb new quantities per 
item and new starting dates. In tltis case the starting time of the lowest level 
item will be changed and another order ntight become the critical one. Repeat 
the procedure of scanning all the orders to find the "new" critical item. In the 
case that there is no stock of the product, exantine the stock availability for 
the next item using the same procedure. 

c. Adjust quantities by economic considerations 
Compute the EOQ - the Economic Order Quantity, either by the matrix 
method or by any other metltod or by external constraints. Split or compose 
orders if required, and recompile the product time base tree. 

d. Capacity planning - machine loading 
Machine loading is forward planning. The availability in time of each 
resource is symbolized by a row, were each slot in the row represents a 
planning period. The current date periods are shorter - say one hour- titan tlte 
more distant periods, which each may cover two hours or more. The first 
ones, covering together a period of a few hours or a few days, depending on 
the kind of jobs and the average job time, serve as a scheduling period. The 
more distant slots, which together may take from a few hours up to weeks or 
months serve as a capacity planning period. When a job is allocated to the 
resource, the appropriate position(s) in the row hold(s) the order and the item 
code. Empty positions indicate idle resources. A critical planning path is 
defined as the path starting at the lowest independent item in the product 
structure with the earliest starting date, through its sub-assemblies up to the 
product. The critical path will have priority in machine loading. However, all 
the items for the sub-assembly have to be available before tlte assembly can 
start, i.e. all independent items that go into the critical sub-assembly will 
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have a priority greater than the sub-assembly. The priority of such items is 
related to their starting date. 

In the case of items for which the starting date falls in the past or which 
have a slack of 100/o or more, the maximum production criteria is used for 
solving the matrix. (mind that the initial starting dates were established with 
the use of the cost criterion, which results in a longer processing time). For 
all others items, the minimum cost optimization criteria is used. 

The loading procedure is as follows: 
Scan all the orders and find the item with the nearest starting day. Run over 
the time-tree to find the product and the order. This order has the priority in 
machine loading. The loading is done from the lowest level item, from its last 
machining operation and forward. Subsequently, the matrix with the item 
name and quantity can retrieve a process. The retrieved process indicates the 
number of resources, the name of each resource and the time for the 
operation (including set-up and penalties). Start with the last operation, 
multiply its time by the quantity and divide by the period scale of the row. 
Determine how many periods are needed for this opemtion. Run over the row 
of the appropriate resource and search for an idle period. The search starts at 
the operation early start period (depends on the previous operations and the 
product tree). When the idle time is found, the name of the item is inserted in 
the row. In the case that the early available idle period is too far ahead of the 
early start period, the matrix will be called to genemte an alternate process. 
The alternative process will attempt to reduce the waiting time by employing 
a different resource, which is idle at the required periods, and that it is 
economical to change. The initial proposed process is based on the minimum 
value of the matrix solution. However, in many cases the difference between 
the minimum value. and the next higher value is negligible. Blocking tl1e 
occupied resource (using the "machine blocking'' feature) and resolving the 
matrix. will generate the next alternate routing. If a known machine is idle, 
the "forced process plan" feature will be used and tile economics of using 
that process plan are examined. This process may be continued until the 
available space is found. Carrying out the planning actions as described 
above, results in a capacity plan, which includes a resource-utilization­
optimized schedule for the short-term periods. 

e. Job release. 
The capacity planning is a very important planning task, bridging tile gap 
between long and short term planning. To carry out tile production plan, jobs 
have to be released to tile shop floor for execution. Different companies may 
have a different stmtegy regarding the lengtll of tile period for which tile jobs 
are released to tile shop floor. A long period might result in exceeding t11e 
delivery dates, while a short period might cause idle time at shop floor level. 
The auxiliary job dispatching stmtegy influences significantly tile required 
length of tile period. A period of 1-6 days is commonly used. 

Before job execution can start, some auxiliary jobs have to be performed. 
Some of the auxiliary jobs might take a long period of time. One can 
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distinguish two main strategies in dispatching auxiliary jobs. The first one, 
which is to be preferred when the execution of these jobs is relatively long 
when compared to the main jobs, deals with an early release during capacity 
planning. In this case, the main job is dispatched only after the auxiliary job 
has been reported ready. When the auxiliary job times are relatively short, 
one can dispatch these jobs at the beginning of the scheduling period. 

3.3 Execution 

The execution is divided into two stages: 
1. Execution - auxiliary jobs 
2. Execution - shop floor control 

3.3.1 Execution- auxiliary jobs 

The auxiliary jobs are: fixture design and construction, tool preparation, NC­
program generation, material preparation (inventory management and control), 
material handling (transport), quality control ( inspection), set-up instructions and 
set -up itself. 

When jobs are assigned to or arrive at the medium range periods in the row, the 
auxiliary jobs attached to them are released. These jobs are given a due date 
situated before the scheduling or dispatching time of the main job. At this stage, 
the routing of the main jobs is known. However, the operators on the shop floor are 
allowed to alter the process when necessary to overcome disruptions. This means 
that the execution of the auxiliary jobs has to be flexible as well; otherwise the 
flexibility in routing cannot be realized. The matrix method can significantly 
contribute to the required auxiliary job flexibility. 

The matrix contains all the required information about the process and its 
parameters. This information can be used to prepare an NC-program (G-functions). 
The TP in the matrix holds all the operation specifications. The resource-file 
contains the machine specifications, including the controller data. Constructing tlte 
matrix when the TP is known takes a few seconds. Therefore, with the matrix 
method no information is stored, it is created whenever needed. The same applies 
for the NC-program preparation from CL-Data. Such as NC-program can be 
generated at the instance of job allocation just before starting production. 
Nowadays, the possibilities to generate complete new NC-programs instantly are 
rapidly increasing. 

Tools are assembled and preset in the tool room. Each tool is a accompanied by 
a certificate stating its dimensions. This information is used to offset the machine 
controller. 

Set-up and job instructions are the result of the process selection made with the 
assistance of the matrix. Hence the matrix method can generate tllis data 
dynamically. Quality control is usually independent of the selected process. The 
same applies for material preparation. The TP process plan indicates altemative 
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datum surfaces. These datum surfaces are used to design the fixture. At the release 
stage. the datum surfaces, the tool access constraints and the candidate machines 
are known. This information is transferred to the fixture design office. The 
information is considered during fixture design. The design might be based on the 
pallet concept, the modular concept or the Group Technology concept, in order to 
allow for the :flexibility to transfer jobs from one machine to another. 

3.3.1 Execution - shop floor control 

Conditions on the shop :floor are dynamic and occur when a machine fails, a tool 
breaks, employees are missing, orders change, parts are rejected and reworked, 
power failures take place, etc. So, a practical execution of the jobs, it must be 
allowed to deviate from the planned schedule. Therefore, the decision to release a 
job must take into account the immediate shop floor situation. 

Figure 3 represents a schematic presentation of shop floor planning and control. 
The control architecture is based on the shop floor control architecture as presented 
by [Tiemersma,l990]. 

The Scheduling function covers a short time slot of the capacity plan. The 
introduction of the scheduling module between capacity planning and dispatching 
enables the release of partial production orders. The production suborders can be 
merged or split before capacity planning on the cell level. The scheduling function 
extracts the required auxiliary jobs from the technical information, and checks their 
availability. Free operations are defmed as the operations that are ready for 
immediate execution. The free operations list is transferred to dispatching for 
execution. 

The Dispatching function is responsible for the release of jobs to the 
workstations. The dispatching concept includes, that whenever a resource is free, it 
searches for a job to be performed. If it is economical, a priority is given to the 
next operation of the same item. If not, the system scans the matrices of all parts in 
this particular machine column, and lists all free operations that the specific 
machine can do best. If the list is empty, a "look ahead" feature is used to 
determine when such an operation will become "free". The system will search for a 
free operation that the free machine can perform less efficiently, but economically. 
One method to compute the economics of using an "inefficient" operation, is to 
compute the difference in time between the "best" and the alternative operation 
time and comparing it to the time that the free machine will otherwise be idle. If 
such a free operation is found. it is allocated to the free machine. For more 
information see [Tiemersma, 1992] and [Hal, 1993). 
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OPERATION­
RESOURCES 
MATRIX 

SCHEDULING 

t 
EXECUTION 

------------
AUXILIARY 
JOBS 
EXECUTION 

+-.... .,.~~ INVENTORY 

Figure 3 System architecture for Shop Floor Planning and Control 

The Monitoring function is to collect the status of either a job, an operation or a 
workstation. For auxiliary jobs, the "released" phase is followed by the 
"completed" phase, to indicate that the related main job may be started. When a 
job is dispatched to a workstation, its status changes from "not released" to 
"released" and the first operation becomes a "free operation". When an operation is 
finished, the next operation becomes a "free operation". If the operation was the 
last operation on a job, the part is transferred to inventory and the job status is set 
to "complete". The status of the workstation normally changes between "idle" and 
"busy". The monitoring function informs the dispatching function of unexpected 
changes in status and of disruptions. 

The Diagnostic function has to determine, in the case of disruptions, the 
consequences for the work plan. A delay of a job can have a snowball effect. In 
such a case of local disruption, the scheduling function will possibly have to 
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generate an alternative work plan. In the case of a permanent disruption (due to 
improper routing), a permanent correction will be done on the matrix, in order to 
improve future work plans. 

4. THE MATRIX APPROACH- EXAMPLE 

To validate the feasibility of the proposed system and to check the execution time, 
a computer program has been prepared The program may handle several orders 
and parts. However, for simplicity and clarification of demonstration, two orders, 
12 parts and 15 machines are considered in the example. 

The assumed company makes two kind of cylinders: spring-return and double 
acting. Figure 4 shows the product. 

Back Plate Piston Cylinder Spring Front Plate 

Figure 4 Pneumatic Cylinder Spring Return 

The main menu of the computer program is used to choose: Order updating, Bill 
of material updating and Running mode. In the sample test two orders are 
introduced. They are: 80 spring return cylinders for delivery on day 40; and 40 
double acting cylinder to be delivered on day 35. 

An TP process was made for each one of the cylinder items. An example of the 
TP for the front plate is shown in Table 2. The available 15 resources are detailed 
in Table 3. The TP process plan has been transformed into a matrix as shown in 
Table 4. The method used was detailed in section #3. 
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Table l: TP Process for the Front Plate of the Spring Return 
c r d ;y, In er 

N Operation Pr T L a Feed v kW T 
0. 00 min 

I 

I Sa wine: 00 B 2.8 

2 Side milling 10 50 ll3x 2.5 304 88 1.0 2.02 
2 

3 Face milling - 10 80 76 1.59 1428 118 6.63 0.05 
R 

4 Face milling - 30 80 143 0.41 900 147 1.34 0.16 
F 

5 Assembly 20 10 20 x4 0.2 25 0.6 0.96 
Holes 

6 Side milling 10 50 113x 2.5 304 88 1.0 2.02 
2 

7 Face milling - 10 80 76 1.79 1401 116 7.34 0.05 
R 

8 Face milling - 70 80 143 0.21 370 164 0.37 0.39 
F 

9 Drill U 460 10 44 4 0.27 114 10.3 0.2 
10 Boring 460- 90 40 4 804 93 0.22 0.18 

Mr 
11 Boring 460 - 10 40 4 359 106 .07 0.41 

Mf 
12 piston hole 11 16 16 2.0 0.34 

The steps of the module are as follows: 
a. Product Bill-of-Material Explosion - Quantity and Time. 

The objective of this step is to set priorities for stock allocation. It works from 
the delivery date of each order backward. It starts with the assembly of order 
number one, i.e. item #I. The matrix is called to genemte a process with 
minimum cost criteria, for the assembly of 80 items of product # 1. The output 
of the matrix module gives the total time, and the detailed operations, 
including the time on each individual machine. The total time is multiplied by 
the quantity, and tmnslated into days. The dumtion in days of the assembly 
product #I is subtracted from the delivery date. The result is the starting date 
of the assembly (day 39.10). The next item on the Bill-of-Materials (see 
Figure 5) is the Back Plate item #2. The quantity per unit assembly is 1. 
Therefore the quantity of item #2 is 80. The matrix is called to generate a 
process with minimum cost criteria, for processing 80 pieces of item #2. The 
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output of the matrix module gives the total time and the detailed operations, 
including the time on each individual machine. The detailed operation data are 
used to generate a report on the load of each machine. indicating starting and 
ending days of each item on each machine and the total load on each machine. 
This report is for general use only. The total time is multiplied by the quantity, 
and translated into days. The duration in days required to produce item #2 is 
subtracted from the starting date of the assembly, item #1, and sets the starting 
day for item #2 (day 36.43). This process continues till the last item of the 
second order bas been dealt with. (in total 20 retrievals from the matrices, 
which took 3 seconds on a 33 MHz computer). A summary report is given in 
Figure 5. The bold numbers indicate the starting date of each item. The 
number in brackets indicates the quantity of each item whose number is given 
as(#). 

Table 3: The Available Machines 
Mac Machine description Power Speed Handle Relat 
No. kW RPM time cost 
1 Milling Machining center 35 1500 0.10 4 
2 Large CNC Milling 35 1200 0.15 3 
3 Manual milling machine 15 1500 0.66 1.4 
4 Small drill press 1 1200 0.66 1 
5 Old milling machine 15 2400 1.0 1 
6 Small CNC milling 10 3000 0.25 2 
7 CNCLathe 25 3000 0.15 3 
8 Manual Lathe new 15 3000 0.42 2 
9 Manual Lathe old 10 2400 0.66 1 
10 Circular Saw 1 
11 Band Saw 1 
12 HackSaw 1 
13 Manual assembly 1 
14 Machine assembly 1.5 
15 Robotics assembly 3 

b. Stock allocation. 
The objective of this step is to allocate available stock and to adjust the 
quantities of each item on the ordered products. The allocation is carried out 
with the product tree and gives priority to the critical path. The program scans 
all paths of the Bill-of-Material trees in a search for a low-level item of which 
the starting day is the nearest one. In this example, as indicated in Figure 5, 
item #7 of order 2 bas a starting date of 31.18, which is the nearest one. 
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Following the Bill-of-Material tree, from this item onwards, indicates that this 
item is part of product #11, order number 2. Therefore, order #2 is the critical 
one and stock allocation will start with this order. It starts with the high level. 
items and proceeds towards the low-level items. Hence, initially product #11 
will search for available stock. In this example the available stock shows: 

Item 1 2 3 5 8 10 11 
Quantity 3 3 13 14 10 3 20 

Therefore, the quantity for item #11 will be reduced to 20 pieces. and the 
quantities of all items in the product tree will be adjusted accordingly. The 
matrix will be called to generate a process plan for the new quantity, in the 
same manner as before. The adjusted starting date of item #7 is now 33.19, 
which is shown in Figure 6. Figure 6 shows an intermittent stage of the stock 
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allocation module. The critical path is now item #4 (32.90) of product #1 in 
order #I. Subsequently, product #I will search for available stock. There are 3 
products of item #1. Its quantity, and the quantity of all the items on the 
product tree will be adjusted. Next, the starting date will be recomputed. After 
the adjustment, the new lowest starting day is on item #4 of product #1 
(33.1S) and is on the critical path (33.1S is compared to 33.19 of item #7 of 
product #11). Following the product tree, brings us to item #2 of product # 1 
to become the critical one. The procedure continues till stock has been 
allocated to all items. This step took S seconds on a 33 MHz personal 
computer. 

c. Capacity Planning -Machine loading 
An array mac(1S,400) was defined. The number 'IS' represents the resources 
as detailed in Table 3. The number '400' represents the periods. For this 
demonstration only 23 periods are used. TI1e machine loading is forward 
planning. When a job is allocated to the resource, the appropriate positions in 
the row hold the order and item code. In this example the two digits are used: 
The first indicates the item number (as defined in Figure 5) and the second 
digit represents the order number. The critical path has priority in machine 
loading. To determine the critical order, t11e program scans all paths of the 
Bill-of-Material tree in a search for t11e minimum value. In this example, item 
#4 of product #1, order #1 is the critical one. The matrix is called to generate a 
process for 74 units of item #4 ( see Figure 7). As seen from Table 4, the 
process calls for 6.6 minutes on machine #11. This time is multiplied by the 
quantity and divided by the period scale. As it is the first item to be loaded, it 
starts at period #1. Figure 7 shows that machine #11 are loaded at periods 1 & 
2 with 41. ( item #4 of order # 1 ). Next, the matrix is called to generate a 
process for 74 units of item #3. The retrieved process calls for: machine #S for 
6.07 min., then for machine #3 for 1.82 min, ending with machine #4 with 5.15 
min. (In consulting the reasoning of the generated process, remember that 
Table 4 gives the time, while the process is regarded for minimum cost). 
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Assembly 
#1 (80) #2 (80) 3 (80) #4 (80) Back Plate 

39.ut 36.43 Ja.o7 32.9~ .. 
#5 (80) #6 (80) #7 (80) 
36.09 4!'15 32.99.. F rontPlate 

Order #8 (80) #9 (80) 
#1 JR. 52 3~0 Piston 

#10 (80) 
JS.!'l Cylinder 

Assembly 
#11 (4} #2 (40) #3 ( 40) #4 ( 40) Back Plate 

34.5 33.24 3'!:96 3t.3r .. 
#5 (40) #12 (40) 
33.07 1tso 31.18 .. 

#7 (40) 
FrontPlate 

Order #8 (40) #9 (40) 
#2 "34.09 33~0 Piston 

#10 (40) 
J4.lU Cylinder 

#N= iterr number ( xx ) = Total quantity XX.XX = starting date 

Figure 5: Order Product Tree with Basic Quantity Per ite ~ 
and Starting Date 

Machine loading starts with the last operation, in this case with machine #4 
for 2 periods. It may start only after item #4 is finished, i.e. at period #3. The 
array shows this through the symbol of "31" in the periods 3 & 4 on machine 
#4. The next operation calls for 1 period on machine #3 and then for 2 periods 
on machine #5. This process continues for item #2. As item #1 is an assembly, 
it will start only after all the components are available. Therefore, machine 
loading will proceed to item #7. Item #7 can be assigned to period #1, as it is 
an independent item. The matrix recommends a process of 6.6 minutes (2 
periods) on machine # 11. However, the machine is occupied till period #3; 
therefore it is loaded at periods #4 & #5. Next. item #6 is treated. 
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Assembly 
#1 (77) 

39.1f' 
#2 (74) 

36.SS ft:21 
#3 (74) #4 (74) Back Plate 

(33.1~33.23 ~ 
#S (77) #6 (77) #7 (77) 
36:23 j!,35 33.23., F roilPlate 

Order #8 (77) #9 (77) 
#1 !1.42 3~9 Piston 

##10 (77) 
J&!H Cylinder 

Assembly 
#11 (20~ #2 (20) #3 (20) #4 (20) Back Plate 

34.73 34.12 3'!.56 33.2! .. 
#S (20) #12(20) #7 (20) 
34.03 .. 33.82 .. 33.19 .. Front Plate 

Order #8 (20)_ #9 (20) 
#'l 34.52 34.21 ~ Piston 

#10 (20) 
J4.!W Cylinder 

##N = iteii number ; ( xx ) = Total quantity ; XX.XX = starting date 

Figure 6. Product Tree with Quantity and Starting Date 
after 3 Cycles 

Its last operation is on machine #4 for one period; it is loaded on period #5. 
Then Machine #3 for one period, and is loaded in period #6. Next operation 
calls for machine #5 for two periods. The available space is on period #14. 
The loading process continues going through all the items and orders. The 
resulting loading scheme is shown in Figure 7a. which deals with the 
unaltered routing. It takes 23 periods to fill up the 2 orders. The matrix 
method is a dynamic system, and the routing is regarded as a variable. When 
the required machine is not idle at the desired period, the matrix will look for 
an alternative. In the case of item #7, the work can be done by machine # 10, 
which is idle. For item #6 the matrix system will look for an alternative 
process. The proposed machine is machine #6. 
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Figure 7 : Load Profile of Machine Loading 

. Machine #6 is idle. By choosing tllis alternative, the cost of machining the 
part will increase from 12.01 to 16.38. It was decided that tllis increase in cost 
is acceptable. Sinillar logic and procedures are applied to all other items. By 
introducing the concept of dynamic routing, the two orders can be finished 
after 15 periods, instead of 23 periods as shown in Figure 7b. The load profile 
in Figure 7b uses the first alternative. If an additional reduction of the delivery 
date is required, other alternatives can be employed, like tlte ones shown in 
Figure 7c. In tllis case, the two orders can be finished within 10 periods. The 
machine loading cycle of those two orders takes 4 seconds on a 33 MHz PC 
computer. 

Using the maximum production optimization criteria instead of the 
minimum cost optimization criteria, as the retrieved process plan, does not 
make much difference. It is clear tltat for each part, the best machlne has been 
selected, i.e. maclline #1. As a result oftllis, a long queue of work piles up at 
machine #1. 
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5. CONCLUSIONS 

The manufacturing process is flexible by nature. However, the manufacturing 
practice developed over the years, characterized by separated departments and 
manual planning and management methods, has led to complicated and rigid 
procedures. Especially in small batch manufacturing, present practice is still 
merely based on traditional planning and management methods. As an example, 
capacity plans of a finite number of resources as a procedure preceding scheduling, 
is hardly applied in industry. However, in the era of the computers and global 
competition in terms of cost and time to market, the manufacturing methods must 
be adapted to the new tools and demands. The matrix method presents the basis for 
an overall planning method, covering the needs of company management strategic 
planning, factory planning, operations management planning and production. 
Planning on all these levels can be based on the same basic principle, the matrix. 
The manufacturing process is composed of many disciplines, were each calling for 
a particular expertise. The basic concept of the matrix method is that decisions 
should be made 01lly by the various experts in their own field and at the moment of 
execution. No one should make decisions that are out of his field of expertise and 
that may effect other disciplines and disturb the course of the logic decision 
making. This may seem contradictory with the present trend of integration of 
manufacturing processes, but it is not. The first step in any true integration process 
must always be the entanglement of (non-transparent) relations and separation of 
concerns in order to be able to design transparent processes. 

Process planning is not an execution task. Process planners should only prepare 
data for the production planners. The process planner is an expert in technology, 
but not an economist, neither business administrator nor a production manager. 
However, process-planning decisions effect the level of competitiveness of the 
company. Communication and information transfer between disciplines should 
merely be of the nature of basic information, alternatives, etc., facilitating the 
separation of decisions and making subsequent decision making possible without 
negatively effecting the overall perfonnance (which creates true flexibility). In 
this context. the matrix method provides an effective tool. It presents many 
possible process plans without making a decision. Each discipline may use the 
matrix in the manner it suits best. Company management may use the matrix for 
resource planning or for rating the company's level of competitiveness. The 
factory management may use the matrix for negotiation with customers regarding 
cost and delivery dates. The production management may use the matrix for stock 
allocation and capacity planning. The shop floor management can use the matrix 
for scheduling and job release. All the disciplines can work with the same 
information. 

The solution of the matrix is done in seconds on a PC. Therefore, there is no need 
to store decisions. Decisions can be reproduced much faster by the matrix method 
then by storage and retrieval systems. The administration becomes simpler and 
more efficient as the ammmt of document storage is reduced. The problem of 
keeping track of versions, and releases is eliminated. Furthermore, decisions may 
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be adapted to the dynamic situation of the business. The flexibility and dynamics 
introduced by the matrix method improves significantly production management. It 
has been shown that delivery dates may be shortened drastically using the matrix 
method. The matrix method works with the b method all the time. This feature 
permits the modification of the production plan for a whole product instead of for 
an individual item. When disruptions occur in one item, the system adjusts the 
working plan for all items on the product tree. The results of the experimental 
prototype of the computer program, written in Q-basic, proves that the matrix 
method is a realistic one. Running two orders with 10 parts each and in an assumed 
plant with 15 machines, it takes about 20 seconds to perform stock allocation and 
capacity planning on a 33 MHz PC. 
The additional degree of freedom introduced by the matrix method, raises many 
operational options. In this work, certain decisions were made before hand, such 
as. using the minimum cost criteria as the initial working process plan. TI1e reason 
is that it leaves spare time for rush orders, or in the case of disruptions, moving to 
maximum production optimization criteria. The critical path was defined by the 
path in the product tree for which t11e starting date is the lowest one. However, 
many other options are possible normally: 

the product that uses a bottleneck machine, 
the product with the minimum quantity required, 
the product for which t11e penalty for not meeting the delivery date is the 
greatest, 
the part with the maximum number of operations, 
the product with the least slack, 
the product that does not have an alternate process. 

The work so far, proved that the objectives around the matrix method are feasible. 
Future plans are, to carry the research further, considering more options and 
coming up with rules. that can be embedded in the program. 
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