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Abstract 
We propose a novel on-line algorithm for shared Bandwidth and Buffer Allocation (BABA) 
in ATM networks. The objective of the BABA algorithm is to guarantee users' Quality of 
Service (QoS), while saving as much bandwidth and buffer space as possible to meet the 
needs of other potential network users. This algorithm proceeds incrementally on each link 
of a path, when a new user arrives to the network - or when a user terminates a connection. 
The algorithm uses gradient descent of a cost function which describes the "closest" available 
allocation for a given loss probability bound. BABA only requires simple algebraic operations, 
making it practical for fast on-line control. Numerical and simulation results show that BABA 
compares very favorably with currently proposed resource allocation policies. 
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1 INTRODUCTION 

ATM provides a universal bearer service for B-ISDN networks, which can carryall voice, 
data and video by the same cell transport arrangement. This technique allows complete 
flexibility in the choice of connection bit rates and enables the statistical multiplexing of 
variable bit rate traffic streams. It is well known that the traffic in B-ISDN will be bursty, 
and this can be lead to poor performance. However, if the burstiness is adequately reflected 
in network management, considerable economy of network resources can be achieved. In a 
bursty and dynamic traffic environment, all users will not send traffic at peak data rate 
at the same time. Therefore, one of the major challenges in traffic control is to achieve a 
statistical multiplexing gain while satisfying users' Quality of Service (QoS). 

An important functionality of traffic control in ATM is Call Admission Control (CAC). A 
connection can only be accepted if sufficient network resources are available to establish the 
connection end to end at its required quality of service. Also, the agreed QoS of pre-existing 
connections in the network must not be adversely influenced by the new connection. Thus a 
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key issue in CAC is bandwidth allocation. Although this is not usually done, we also examine 
buffer allocation at nodes in conjunction with bandwidth allocation. 

In this paper we propose an on-line method for Bandwidth and Buffer Allocation (BABA) 
in ATM switch nodes. This algorithm increases the buffer and/or bandwidth allocation 
on each link on the path that a new user u will take so as to satisfy the new user's QoS 
requirements, without adversely affecting the pre-existing users on each link. Similarly, when 
a user disconnects, the allocations will in general be adjusted. This allocation will be carried 
out using a gradient algorithm which seeks a new operating point to satisfy the resource 
requirements of the remaining users. 

The algorithm we propose is simple and fast, and can be implemented in a distributed 
manner on each link. An evaluation of its effectiveness, and of the influence of source traffic 
parameters on network performance, is provided numerically and via extensive simulations. 
The efficiency of BABA as compared to well-known policies such as the "Peak Rate" and 
"Equivalent Bandwidth" allocation policies, is discussed. 

1.1 Network Control 

In ATM networks, cells from different sources are statistically multiplexed. Therefore, net­
work resources such as buffers and transmission and switching facilities, will be shared dy­
namically. Statistical multiplexing will increase network efficiency if appropriate controls are 
applied. On the other hand, it also introduces a risk of overload due to traffic variations 
which cause network capacity to be exceeded. Overload is the main cause of cell loss and 
jitter. Therefore the number and nature of connections on each link must be limited so as 
to avoid link overload. On the other hand, the number of connections on each link should 
be increased so as to increase network utilization. Thus bandwidth allocation schemes which 
achieve a tradeoff between network utilization and performance have attracted considerable 
attention over the last decade. 

Much work has been done on bandwidth allocation mechanisms based on the notions 
of effective bandwidth or equivalent bandwidth, which reflects the source's characteristics 
(including burstiness) and the QoS requirements. Related QoS computations are discussed 
in (Elwalid2 et ai., 1993) (Guerin et ai. 1992), (Dziong et ai., 1993) (Kelly, 1991). 

The effective bandwidth of a source is an explicitly identified, simply computed quantity. 
Though researchers offer different approaches to effective bandwidth, they all use the main 
property, which is that it is independent of traffic submitted by other sources to the multi­
plexer. This means that a source's effective bandwidth depends only on that source, and not 
on the system as a whole. 

However, allocation schemes based on effective bandwidth, which do provide useful ap­
proximations and guidelines, either overestimate or underestimate the bandwidth which is 
actually needed because of insufficient consideration of other traffic sharing the same link, 
as indicated by many authors who propose this approach. Adaptive bandwidth allocation 
using various methods has been investigated extensively (Cheng, 1994) (Bolla et al., 1993) 
(Tedijanto et al., 1993) (Bolla et al., 1990) (Xiao et ai., 1994) (Sriram, 1993). The numerical 
and simulation results in (Guerin et al., 1992) show that for moderate and heavy traffic with 
On-Off sources, equivalent bandwidth may be represented by a Gaussian approximation. In 
(Tedijanto et al., 1993) it is argued that providing control actions only at connection setup 
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Figure 1 Each individual user views network as a tandem set of nodes. 

is necessary but not sufficient for successful bandwidth management. Dynamic interaction 
between various controls during the establishment of a connection not only solves the short­
comings of static access control schemes in avoiding network congestion, but also leads to a 
more efficient and fair use of network resources. 

In our research we take this dynamic nature into account by performing control actions 
both at call setup, at call disconnection, and also during the life time of connections. 

1.2 The BABA Algorithm 

Consider a network path which is schematically described in Figure 1. A user's connection 
from source node s to destination node d is composed of a tandem set of nodes connected 
by intermediate links along a selected path. On each link 1 along the selected route, the user 
will generally share bandwidth and buffer space with other users. 

When a new incoming user u arrives at entry point s to the network and requests a 
connection to a destination d, the BABA algorithm is invoked. BABA will calculate the 
amount of bandwidth and the buffer size which will be allocated at each intermediate link 
of the selected route. If there is not enough bandwidth and buffer space to satisfy the new 
user's and the pre-existing users' QoS requirement, BABA will reject the new request for 
admission. 

When a user terminates a connection, BABA will again be invoked to dynamically adjust 
the bandwidth and buffer space shared by all currently active users on corresponding links. 
One of the interesting aspects of this algorithm is that it will be executed independently for 
each link. Thus, BABA is also a distributed control algorithm. 

1.3 Notation 

The following notation will be used in this paper: 

• M, is the total number of current background users on the link 1, before a decision for a 
new incoming u is taken. 

• C, is the total capacity of link 1. 
• Co is .the capacity allocated to current background users on the link 1, before a decision 

for a new incoming user u is taken. 
• E, is the total buffer space on the I-th link. 
• Eo is the total buffer space occupied by current background users on the link 1, before a 

decision for a new incoming user u is taken. 
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• LI(b, C) denotes the cell probability estimate for link I which is a function of the total 
occupied buffer space band total link capacity C, and of the aggregate traffic character­
istics. 

• PI~ is the upper bound to the cell loss probability on link I for all users including the new 
incoming one, as evaluated from the user's QoS requirements. Specifically, a worst-case 
value of PI~ would be the minimum of the tolerable cell loss probabilities of all users 
(including the new incoming user) on that link. 

2 TRAFFIC REPRESENTATION USING DIFFUSION 
APPROXIMATIONS 

Resource allocation studies for ATM networks are strongly influenced by considerations con­
cerning the traffic which is expected to flow in B-ISDN systems. Bursty ATM traffic from a 
single source, can be characterized simply by a bit rate which changes randomly between dif­
ferent constant high and low rates. Thus ATM traffic is often simplified as a superposition of 
On-Off sources. Different mathematical models have been proposed to represent this kind of 
bursty traffic, such as Markov modulated arrival processes (Roberts et al., 1991) (Yegenoglu 
et al., 1994) (Friesen et al., 1993) (Sole-Pareta et al., 1994) (Chan et al., 1994), fluid flow 
models (Elwalid et al., 1991) (Baiocchi et al., 1993) (Meempai et al., 1993) (Wong et al., 
1993) (Elwalid et al., 1992) (Guerin et ai., 1992) and diffusion models (Kobayashi et al., 
1993) (Kobayashi et al., 1992) where the buffer content distribution is calculated by solving 
a partial differential "diffusion" equation. 

In our study we use a diffusion approximation to derive cell loss probability estimates, 
based directly on the results in (Kobayashi et al., 1993) (Kobayashi et al. 1992). However, as 
we will see below, the BABA algorithm can be used with any analytical representation which 
provides accurate estimates or bounds (such as - for instance -large deviation estimates) of 
cell loss as a function of traffic characteristics, bandwidth and buffer size. 

There are several types of diffusion approximation models which differ according to the 
choice of boundary conditions. These boundaries relate to light traffic conditions (the "bound­
ary at 0"), and to conditions which prevail when the buffers are full (the "boundary at some 
value b"). The simplest model uses reflecting boundaries, while a more sophisticated ap­
proach is based on the instantaneous return process (Gelenbe et al. 1980) (Medhi, 1991). 
The latter approach leads to better models of the queueing behavior of the system when the 
traffic is light and also when the effect of finite capacity is represented explicitly, while the 
former (Gelenbe, 1975) (Gelenbe et al. 1976) is used when the detailed behavior of the traffic 
close to the "boundaries" can be simplified. 

We adopt a multi-dimensional diffusion model to characterize the collective behavior of 
users represented by "On-Off" sources (Kobayashi et al., 1993) (Kobayashi et al. 1992). Let 
the source characteristics of user u, represented with an On-Off model, be given by: 

• Ru the peak traffic rate during the "On" period; 
• a;;-l the average length of the "Off" period; 
• (3;;-1 the average length of the "On" period; 
• the activity probability au = au +: i3u' 
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Note that any three of the above four variables will suffice to characterize the source. The 
diffusion approximation model assumes that these sources may be represented by a semi­
Markov model, so that times spent in each On and Off period can have a general distribution 
(rather than an exponential or related distribution). 

The superposition of a large number of uncorrelated "On-Off" sources can thus be repre­
sented approximately by a diffusion process, which is used to estimate the cell loss probability 
Ll(b, C) for the users at each link I (Kobayashi et a/., 1993) (Kobayashi et al. 1992). This 
cell loss expression is: 

(1) 

where 

2 a u(3u 
0"" = (au + (31.1)2' 

Clearly Ll(b, C) is a function of total bandwidth and buffer space, and of all users' char­
acteristics at the multiplexer. 

Conlour~celloss.10'{-7) 

l'O~ -~--~--:-6---:8'--------'I=-O----::'12'-----!I' 
Buffer space b(cells) x 10' 

Figure 2 Admission region with different 
number of user streams. 

10 X10' 
Contour of cell loss .10'{-7) 

So<m! peak rate • 15(Mbilslsec) 
AverageO.period.1S{ms) 
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60 user streams 

: DiIIu;ionModei :\S---
Figure 3 Comparison of admission re­
gion of diffusion model with equivalent 
bandwidth policy. 

Figures 2 and 3 illustrate the use of this formula to determine the regions of satisfactory 
operation of a link. In Figure 2 we show how the number of simultaneous users affects the 
choice of buffer size and bandwidth, i.e. the pair (b,C), which needs to be allocated on a 
link so as to meet a cell loss QoS requirement. The acceptable cell loss rate is 10-7 • Each 
curve is the set of values of (b, C) which yield that cell loss rate according to the diffusion 



On-line bandwidth a buffer allocation for ATM 307 

approximation, for a given number of simultaneous user streams. Each stream has the same 
traffic characteristics as described by the source peak rate, average "On" period, and activity 
probability given in the figure. 

In Figure 3 we describe the values of buffer and bandwidth allocation which satisfy a given 
cell loss probability constraint. In this case, we choose the acceptable cell loss probability 
as being 10-7 • The area above the solid line represents the values of (b,C) which will yield 
a lower cell loss probability, when the diffusion approximation is used as an estimate for a 
set of 60 identical sources with parameters given on the figure. For the same set of sources 
but when the well-known Equivalent Bandwidth Policy (Guerin et al., 1992) is used, the 
set of acceptable (b, C) pairs lie above the dotted line in the same figure. We see that 
the diffusion approximation formula tends to predict lower cell loss probability than the 
Equivalent Bandwidth approach. 

2.1 Resource Allocation at Call Set-up Time Using BABA 

We will now describe the manner in which BABA proceeds to decide whether to admit, or 
not to admit, a newly arriving user u. Then we will discuss what happens when an ongoing 
call is disconnected. 

At any given instant of time before any decision concerning incoming user u is taken, 
the path from source s to destination d - which is assumed to contain L links - will be 
characterized by: 

• The buffer size and channel capacity currently allocated to each link I on that path: 
(b~, C!), I = 1, ... ,L, 

• The acceptable maximum cell loss probability PI: for each link in view of the current set 
of users, 

• The current cell loss probability at each link L(b~, C;) which is necessarily less than the 
corresponding maximum cell loss probability. 

If user u is indeed admitted, we will denote the new values of these quantities by: 

• (b~, C~), 1= 1, ... ,L, 
• PI~' 1, ... ,L, and 
• L(b~, C~), I = 1, ... ,L. 

User u will have an acceptable maximum total cell loss probability requirement of pu. This 
implies it must have some maximum cell loss probability at each link I, which we denote by 
Pt, satisfying the following constraint: 

pu = L 
I E path( s,d) 

pu 
I 

Before proceeding any further, we have to decide how the new allowable loss probability 



308 Part Seven Traffic Management 2 

P,~ on link I will be chosen. Let the allowable loss probability on the path from s to d, before 
the current allocation, be denoted by: 

P; = I: P,: (2) 
I E pBth(s,d) 

The BABA algorithm will first choose the new allowable loss probabilities as follows. First 
we will "spread out" user u's allowable loss probability pu over the set of links in the path 
in a manner which is proportional to the current situation, to obtain the allowable link loss 
probability for the new user u: 

(3) 

Finally we will update the allowable loss probabilities on each link in the path (s, d) as 
follows so as to satisfy the QoS requirements of all the users, including the pre-existing users 
and the new user u whose admission is being considered: 

(4) 

The following inequalities summarize the constraints we need to satisfy as we consider the 
introduction of the new user u: the existing users' QoS must not be adversely perturbed by 
the new arrival, because we must satisfy user u's QoS requirements, and because we cannot 
exceed the available buffer space and bandwidth which can be allocated to link I: 

• P,~ :::; P,~, 
• Pt :::; P,~, 
• L(b~, C~) ~ P,;' ~ P,:, 1 = 1, ... ,L, 
• b~ :::; B" C~ :::; C,. 

Note that if there were M, pre-existing connections at link 1, then the new loss probability 
L(b~, C~) is derived using (1) for the set of pre-existing users to whom we have added the 
new user u. In general there will either be no pair (b~, C~) which can satisfy all of these 
constraints, or there will be many. 

Allocating buffer and bandwidth at link 1 
In order to make a choice of the new values of buffer size and bandwidth, BABA will seek out 
an allocation which is "closest" to the previous allocation - where closeness will be defined 
using the Euclidean distance: 

(5) 

The purpose of remaining close to the preceding allocation is two-fold: 

• To avoid allocating excessive resources, 
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• To reduce disruption in network operation due to the new incoming user. 

Note from (1) that any pair (b,C) which satisfies the loss probability constraint must 
satisfy the following relationship, written by representing b as a function of C: 

b(C) = ~ln(PI~(C - mR)v§r e (C~:l.R)2 ) 

Z i7R 
(6) 

The new allocation (b~, C~) will then be the pair (b( C), C) which minimizes the cost 
function: 

where the constants eb and eo: 

eb = {O, 
1, 

eo = {O, 
1, 

Bo=BI 
otherwise 

Co = CI 

otherwise 

(7) 

are used to guarantee that we are not coming up with an infeasible allocation which exceeds 
available capacity. 

Minimizing of the cost function KI expresses a tradeoff between the users' QoS require­
ments and the network's general efficiency. Note that although we will be minimizing with 
respect to a single variable C, we will be in fact searching for a minimum in the (b, C) space, 
since band C are functionally related. 

The minimization procedure is conducted by using the gradient descent rule which guar­
antees that each new value of the parameter C improves on the previous values with respect 
to the cost function KI: 

For every link I along the selected route 
Update MI = MI + 1 
while IK!.,w - K!oldl > f 

Do 
KI ~KI 

old new 

C ~ C - 7)~ ~~I 10ld 

Calculate b( C) 
Check constraints 
Calculate KI 
End n,w 

Return (b~, C~) 

(8) 
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Here, E > 0 stands for an acceptable error level concerning the cost. Also 1)~ > 0 is the gradient 
descent rate for C which determines the speed of convergence. We use of an adaptive gradient 
descent rate, where 1)~ decreases gradually as long as the condition IKo'd - Knew I > E is met 
during the computation. In this way both speed of convergence and algorithm stability will 
be enhanced. 

To perform the update in (8), we calculate the sensitivity (or partial derivative) of the 
cost function with respect to the parameter C. From the cost function in Equation (7), we 
obtain: 

(9) 

Using (6) we have: 

Db(C) b(C) M, R~(J"~ 1 1 (C~;;R)2 
-=----(2:--)(-+ )e R 

DC C - mR u=l au + f3u (J"k (C - mR)2 . 
(10) 

Thus the cost sensitivity from above derivation is a simple algebraic expression. This fact 
makes our BABA algorithm very attractive, since simplicity is a highly favorable aspect of 
a real-time algorithm such as BABA. 

Link and path level BABA 
What we have described above is the manner in which information about the user, and about 
the path from s to d will be used by the BABA algorithm, individually on each link. 

The relationship between each link level computation and the path as a whole is described 
in Figure 4. 

User 

b(l) C(I) 

Accept or Reject 

bed) C(d) 

L-BABA: Link level BABA 

P-BABA: Path level BABA 

Figure 4 BABA algorithm's two level hierarchical structure. 

The BABA algorithm is a source node control scheme, in the sense that the source node 
will compute the appropriate maximum allowable loss probabilities on each link, and then 
it can request each link along the chosen path to carry it out. In this sense it may be viewed 
as a distributed algorithms since much of the computation can proceed on each individual 
link separately without needing cross information from other links along the chosen path. 
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Once BABA computes the Bandwidth C~ and buffer space b~ for each link in view of the 
new incoming user, the access of user to that particular path will be rejected if anyone of 
these computations is unsuccessful in coming up with an allocation which does not exceed 
the resource constraints. Otherwise the user u will be accepted. 

We have not considered in this paper the case when several routes or paths may be 
available. This will be considered in future work. We may consider however, that in this case 
the algorithm could be run independently for each path with a decision being taken to admit 
the user to the path which seems to provide the best performance at lowest cost. 

User disconnection 
When a user terminates its connection, the BABA algorithm may once more be invoked in 
order to reduce the resource allocation on each link of the path that the user was utilizing. 
This will be carried out as when the connection was being established. First, new maximum 
allowable cell loss rates will be computed for each link. Then the closest pair (b, C) will be 
computed to the preceding allocation at each link, which respects the cell loss constraint of 
the link. 

3 NUMERICAL STUDY AND SIMULATION RESULTS 

Since the advantage of statistical multiplexing is to increase the number of connections which 
the network can handle with limited resources and without significant degradation of QoS, 
in this section we compare BABA with the following two existing policies: 

1. The Peak Rate Policy (see for instance (Baiocchi et aZ., 1994)) 
Here, bandwidth is assigned to each connection according to its declared peak rate R". 
The total bandwidth allocate to M/ users is then: 
Cp = L:~I R,,; 

2. The Equivalent Bandwidth Policy (see (Guerin et aZ., 1992)) 
In Guerin et al., 1992) the following equivalent bandwidth formula is proposed to perform 
bandwidth allocation for admission control: 

Co = min{ mR + ciaR, L:~1 c~} 
where 

, .!r-2-::-Z-P-'-.--Z=--2- I _ R y~-b+v'[y~-b12+4bauY~ 
0< ~ V - n In - n 7r, CIt -" 2yt ' 

The comparisons have been carried out with the following examples of artificial traffic 
patterns: 

• A) Homogeneous traffic with high activity (a" = 0.6) of each individual On-Off source 
with 1/0<" = 0.0105(sec), 1/(3" = 0.0045(sec), R" = 15(Mbits/sec). 

• B) Homogeneous traffic with low activity (a" = 0.3) of each individual On-Off source 
with 1/0<" = 0.0101(sec), 1/(3" = 0.009(sec), R = 15(Mbits/sec); 

• C) Heterogeneous traffic which randomly combines the above two types of On-Off sources. 
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In order to carry out a reasonable comparison of other algorithms (such as Effective Band­
width and Peak Rate Allocation) with the algorithm which we propose, we need to keep in 
mind that BABA is a resource allocation scheme which combines both bandwidth and buffer 
space allocation, while existing policies consider them separately - and in general only con­
sider bandwidth allocation for fixed buffer size. Thus to make meaningful comparisons, we 
first calculate a set of (C, b) for a given M/ using BABA. Then we calculate the bandwidth 
Ce required by the Equivalent Bandwidth policy, and Cp the bandwidth required by the Peak 
Allocation policy for the same values of M/ and b. We then compare the bandwidths C, Ce 

and Cp as well as the observed performance in each case. 
Figure 5 (a) shows the buffer space required for above given traffic patterns on the link 

being examined. The comparison between BABA with equivalent and peak rate policies is 
provided in Figure 5 (b), (c) and (d). We see that both BABA and the Equivalent Bandwidth 
policy save significant bandwidth compared to the Peak Rate policy. However BABA is the 
most bandwidth efficien policy, particularly when the number of connections increases. 

3.1 Simulation Results 

We have shown the efficiency of BABA by numerically comparing it to others. We now vali­
date its effectiveness via extensive simulations which measure the cell loss and link utilization. 
We first conduct simulations on a single link, for a maximum allowable cell P/~ = 10-4 . Simu­
lations runs were independently replicated 200 times, and each run included the transmission 
of 106 cells. Confidence intervals are calculated using the Student-t distribution with 98% 
confidence. 

Table I shows cell loss statistics for varying traffic patterns. We can see that BABA does 
provide sufficient enough resources to satisfy users' QoS, so that the cell loss is less than 
objective value 10-4 • Table II shows that the bandwidth has been efficiently used since the 
average link utilization is high. 

Table I Cell Loss Measured via Simulations 

Homogeneous a = 0.3 Homogeneous a = 0.6 Heterogeneous Traffic 

No. of Users M/ Cell Loss 

20 (1.65 ±0.27) x 10-6 

30 (2.27±0.37) X 10-6 

40 (O.OO±O.OO) x 10-6 

50 (2.58±0.42) X 10-6 

60 (3.31±0.54) X 10-6 

70 (3.1O±0.51) X 10-7 

SO (1.12±0.lS) x 10-5 

Cell Loss 

(0.00 ±O.OO) x 10-7 

(0.00 ±O.OO) x 10-7 

(0.00 ±O.OO) x 10-7 

(5.S5 ±0.96) x 10-7 

(6.97 ±1.14) x 10-6 

(1.50 ±0.25) x 10-5 

(9.15 ±0.15) x 10-5 

Cell Loss 

(0.00 ±O.OO) x 10-7 

(0.00 ±O.OO) x 10-7 

(0.00 ±O.OO) x 10-7 

(9.00 ±1.4S) x 10-8 

(1.S3 ±0.30) x 10-6 

(2.15 ±0.35) x 10-6 

(5.44 ±0.90) x 10-6 

Confidence interval calculations use the Student t distribution with 98% confidence. 
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Figure 5 Numerical comparison of BABA and existing policies on a given high speed link: 
C, = l(Gbits/sec), B, = 318(Kbits) = 750(Cells) and P,~ = 10-4 • 
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Table II Link Utilization Measured via Simulations 

Homogeneous a = 0.3 Homogeneous a = 0.6 Heterogeneous Traffic 

No. of Users M/ Utilization (%) Utilization (%) Utilization (%) 

20 50.02±0.066 67.48±0.030 61.18 ±0.152 
30 53.34 ±0.064 71.10 ±0.135 63.39 ±0.200 
40 57.52 ±0.162 75.45 ±0.023 66.68 ±0.014 
50 59.05 ±0.354 76.98 ±0.003 68.73 ±0.062 
60 61.49 ±0.002 79.87 ±0.125 71.02 ±0.136 
70 64.22 ±0.079 83.26 ±0.217 73.53 ±0.206 
80 66.90 ±0.305 82.89 ±0.282 76.80 ±0.194 

Confidence interval calculations use the Student t distribution with 98% confidence. 

4 CONCLUSION 

In this paper we propose the new BABA algorithm for the allocation of both bandwidth 
and buffer space in the links of an ATM source-to-destination connection. This algorithm is 
invoked each time a new user arrives to the network, and is run independently on each link 
of the path that the user will take. The algorithm can also be used to decide whether the 
user can be accepted or rejected. 

The algorithm is meant to be run in real-time, and we show that it only uses simple 
algebraic computations in conjunction with a gradient descent procedure. The idea is to 
choose the "nearest" resource allocation to the current allocation, while satisfying all users' 
QoS as expressed by a cell loss probability bound. 

BAB is compared to the existing well-known policies of Equivalent Bandwidth Allocation 
and Peak Rate Allocation both numerically (to obtain the number of connections which may 
be supported simultaneously for a given cell loss probability) and using simulation results. 
The comparisons are carried out for different types of homogeneous or heterogeneous On-Off 
sources. Simulations are carried out with 98% confidence level. These results indicate that 
BABA will allocate resources in a significantly more economic manner, while respecting the 
QoS requirements that these other policies will also meet. 

Future work will address the use of BABA for multi-path policies, as well as the study of 
BABA and other policies in the presence of traffic transients. 
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