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Abstract .  One of the most important problems on rule induction meth- 
ods is that they cannot extract rules, which plausibly represent experts' 
decision processes. On one hand, rule induction methods induce proba- 
bilistic rules, the description length of which is too short, compared with 
the experts' rules. On the other hand, construction of Bayesian networks 
generates too lengthy rules. In this paper, the characteristics of experts' 
rules are closely examined and a new approach to extract plausible rules 
is introduced, which consists of the following three procedures. First, the 
characterization of decision attributes (given classes) is extracted from 
databases and the classes are classified into several groups with respect to 
the characterization. Then, two kinds of sub-rules, characterization rules 
for each group and discrimination rules for each class in the group are 
induced. Finally, those two parts are integrated into one rule for each de- 
cision attribute. The proposed method is evaluated on medical databases, 
the experimental results of which show that induced rules correctly repre- 
sent experts' decision processes. 

1 Introduct ion 

One of the most important problems on rule induction methods is that they 
cannot extract rules, which plausibly represent experts' decision processes[8]. 

Most rule induction methods induce probabihstic rules, the description length 
of which is too short, compared with the experts' rules. For example, rule in- 
duction methods, including AQ1513] and PRIMEROSE[7], induce the following 
common rule for muscle contraction headache from databases on differential 
diagnosis of headache[8]: 

[ location=whole] & [ J o l t  Headache=no] & [Tenderness of Ml=yes] 
=> muscle con t r ac t i on  headache. 

This ruleis shorter than the ~llowing rule given bymedicM experts. 

[ J o l t  Headache=no] ~ [Tenderness of Ml=yes] 
[Tenderness of Bl=no] & [Tenderness of Cl=no] 

=> muscle con t r ac t i on  headache, 
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where [Tenderness of Bl=no] and [Tenderness of Cl=no] are added. On the 
other hand, construction of Bayesian networks generates too lengthy rules. 

In this paper, the characteristics of experts' rules are closely examined and 
a new approach to extract plausible rules is introduced, which consists of the 
following three procedures. First, the characterization of each decision attribute 
(a given class), a list of attribute-value pairs the supporting set of which covers all 
the samples of the class, is extracted from databases and the classes are classified 
into several groups with respect to the characterization. Then, two kinds of sub- 
rules, rules discriminating between each group and rules classifying each class in 
the group are induced. Finally, those two parts are integrated into one rule for 
each decision attribute. The proposed method is evaluated on medical databases, 
the experimental results of which show that induced rules correctly represent 
experts' decision processes. The paper is organized as follows: in Section 2, we 
make a brief description about rough set theory and the definition of probabilistic 
rules based on this theory. Section 3 discusses interpretation of medical experts' 
rules. Then, Section 4 presents an induction algorithm for incremental learning. 
Section 5 gives experimental results. Section 6 discusses the problems of our 
work and related work, and finally, Section 7 concludes our paper. 

2 R o u g h  S e t  T h e o r y  a n d  P r o b a b i l i s t i c  R u l e s  

2.1 R o u g h  Set T h e o r y  

Rough set theory clarifies set-theoretic characteristics of the classes over combi- 
natorial patterns of the attributes, which are precisely discussed by Pawlak [4, 9]. 
This theory can be used to acquire some sets of attributes for classification and 
can also evaluate how precisely the attributes of database are able to classify 
data. 

Let us illustrate the main concepts of rough sets which are needed for our 
formulation. Table 1 is a small example of database which collects the patients 
who complained of headache. First, let us consider how an attribute "loc '~ clas- 
sify the headache patients' set of the table. The set whose value of the attribute 
"loc" is equal to "who" is (2,4,5,6}, which shows that the second, fourth, fifth 
and sixth case (In the following, the numbers in a set are used to represent 
each record number). This set means that we cannot classify (2,4,5,6) further 
solely by using the constraint R = [loc ---- who] .  This set is defined as the in- 
discernible set over the relation R and described as follows: [x]2 = (2, 4, 5, 6}. 
In this set, {2,5) suffer from muscle contraction headache("m.c.h.'), {4) from 
classical migraine("migraine"), and {6) from psycho( "psycho" ). Hence we need 
other additional attributes to discriminate between "m.c.h.', "migraine", and 
"psycho". Using this concept, we can evaluate the classification power of each 
attribute. For example, "nat=thr" is specific to the case of classic migraine ("mi- 
graine"). We can also extend this indiscernible relation to multivariate cases, such 
as [X][loc=whol^[nau=O] = {2, 5) and [X][zoc=~,ho]v[,~t=,~o] ---- {1, 2,4, 5, 6), where A 
and V denote "and" and "or" respectively. In the framework of rough set theory, 
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Table  1. An Example of Database 

age loc nat prod nau M1 class 
150-59 occ per 0 0 1 m.c.h. 
2 40-49 who per 0 0 1 m.c.h. 
3 40-49 lat thr 1 1 0 migra 
4 40-49 who thr 1 1 0 migra 
5 40-49 who rad 0 0 1 m.c.h. 
6 50-59 who per 0 1 1 psycho 
DEFINITIONS: loc: location, nat: nature, prod: 
prodrome, nau: nausea, MI: tenderness of M1, 
who: whole, occ: occular, lat: lateral, per: 
persistent~ thr: throbbing~ rad: radiating, 
m.c.h.: muscle contraction headache, 
migra: migraine, psycho: psychological pain, 
1: Yes, 0: No. 

the set {2,5} is called strictly definable by the former conjunction, and also called 
roughly definable by the latter disjunctive formula. Therefore, the classification 
of training samples D can be viewed as a search for the best set [x]R which is 
supported by the relation R. In this Way, we can define the characteristics of clas- 
sification in the set-theoretic framework. For example, accuracy and coverage, 
or true positive rate can be defined as: 

aR(D)- I[x]RnDI, and mR(D)- I[x]R nDI 
I[x]RI ID[ 

where IAI denotes the cardinality of a set A, aR(D) denotes an accuracy of R 
as to classification of D, and mR(D) denotes a coverage, or a t rue positive rate 
of R to D, respectively. For example, when R and D are set to [nau = 1] and 
[class = migraine], ~R(D)  = 2/3 ---- 0.67 and mR(D) = 2/2 = 1.0. 

It is notable tha t  aR(D)  measures the degree of the sufficiency of a proposi- 
tion, R --* D, and that  mR(D) measures the degree of its necessity. For example, 
if aR(D) is equal to 1.0, then R ---* D is true. On the other hand, if mR(D) is 
equal to 1.0, then D ~ R is true. Thus, if both measures are 1.0, then R ~-~ D. 

For flLrther information on rough set theory, readers could refer to [4, 9, 10]. 

2.2 P r o b a b i l i s t i c  Rules 

The simplest probabilistic model is that  which only uses classification rules which 
have high accuracy and high coverage. 

This model is applicable when rules of high accuracy can be derived. Such 
rules can be defined as: 

R ~:~ d s.t. R -- VIRi ---- V Aj [aj = Vk], aR, (D) > 5~ and mp~ (D) > 5~, 
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where ga and ~ denote given thresholds for accuracy and coverage, respectively. 
For the above example shown in Table 1, probabilistic rules for m.c.h, are given 
as follows: 

[M1 = 1] --~ m . c . h .  ~ = 3/4 = 0.75, ~ = 1.0, 
[nau = 0] --* m . c . h .  ~ = 3/3 = 1.0, ~ = 1.0, 

where ~a and ~ are set to 0.75 and 0.5, respectively. 
It is notable that  this rule is a kind of probabilistic proposition with two sta- 

tistical measures, which is one kind of an extension of Ziarko's variable precision 
model(VPRS) [10]. 1 

3 I n t e r p r e t a t i o n  o f  M e d i c a l  E x p e r t s '  R u l e s  

As shown in Section 1, rules acquired from medical experts are much longer than 
those induced from databases the decision at tr ibutes of which are given by the 
same experts. Those characteristics of medical experts '  rules are fully examined 
not by comparing between those rules for the same class, but  by comparing 
experts '  rules with those for another class. For example, a classification rule for 
muscle contraction headache is given by: 

[Jolt Headache--no] ~ ([Tenderness of MO=yes] or [Tenderness of Ml=yes] 

or [Tenderness of M2=yes] ) 
& [Tenderness of Bl=no] ~ [Tenderness of B2--no] 

[Tenderness of BS=no] 
& [Tenderness of Cl=no] ~ [Tenderness of C2--no] 

[Tenderness of C3=no] & [Tenderness of C4--no] 
=> muscle contraction headache 

This rule is very similar to the following classification rule for disease of 
cervical spine: 

[Jolt Headache--no] ~ ([Tenderness of MO=yes] or [Tenderness of Ml=yes] 
or [Tenderness of M2=yes] ) 

([Tenderness of B1=yes] or [Tenderness of B2=yes] 
or [Tenderness of B3=yes] 

or [Tenderness of Cl=yes] or [Tenderness of C2=yes] 
or [Tenderness of C3=yes] or [Tenderness of C4=yes] ) 
=> disease of cervical spine 

The differences between these two rules are attribute-value pairs, from ten- 
derness of B1 to C4. Thus, these two rules can be simplified into the following 
form: 

al~ZA2gc- ,A3 ~ m u s c l e  con t rac t i on  headache  

a l g Z A 2 & A 3  --* disease o f  cervical  sp ine  

1 In VPRS model, the two kinds of precision of accuracy is given, and the probabilistic 
proposition with accuracy and two precision conserves the characteristics of the 
ordinary proposition. Thus, our model is to introduce the probabilistic proposition 
not only with accuracy, but also with coverage. 
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The first two terms and the third one represent different reasoning. The first 
and second te rm al and A2 are used to differentiate muscle contraction headache 
and disease of cervical spine from other diseases. The third term A3 are used to 
make a differential diagnosis between these two diseases. Thus, medical experts 
firstly selects several diagnostic candidates, which are very similar to each other, 
from many diseases and then make a final diagnosis from those candidates. 

In the next section, a new approach for inducing the above rules is introduced. 

4 Rule  Induct ion 

Rule induction consists of the following three procedures. First, the character- 
ization of each decision at t r ibute (a given class), a list of attribute-value pairs 
the supporting set of which covers all the samples of the class, is extracted from 
databases and the classes are classified into several groups with respect to the 
characterization. Then, two kinds of sub-rules, rules discriminating between each 
group and rules classifying each class in the group are induced. Finally, those 
two parts are integrated into one rule for each decision attribute.  

4.1 An Algor i thm for Rule  Induct ion 

An algorithm for rule induction is given as follows. 

1. Calculate aR(D) and nR(D) for each elementary relation R and each class 
D. 

2. Make a list of R L(D) the coverage of which is equal to 1.0 ( L ( D )  = 
{RI~R(D ) = 1.0)) for each class D. 

3. For each class D, make a list L2(D), each element L(Dj) of which is a subset 
of L(D). 

4. Make a new decision at t r ibute  D I for each L2(D) and search for a parti t ion 
P of all the classes D such tha t  L2(D~) N L2(Dj) # r 

5. Construct  a new table (T(P) ) for  P.  Also construct a new table(T(D' ) )  for 
each decision at t r ibute D I. 

6. Induce classification rules Rp for each P in T(P). 
7. Induce classification rules Rd for each D in T(D~). 
8. Integrate Rp and Rd into a rule R(D). 

Induct ion of  Classification Rules  For induction of classification rules, the 
algorithm introduced in PRIMEROSE[7] is applied, which is shown in Fig. 1. 

Integration of  Rules  An algorithm for integration is given as follows. 

1. For each Di, repeat the following step. 
2. Select one rule R ~ Di. 
3. Search for a rule in D~, R' -~ di, the supporting set of which is a subset of 

tha t  of R ~ Di. 
4. Integrate these two rules into one: R A R t --- di. 
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p r o c e d u r e  Induction of  Classification Rules; 
v a r  

i �9 integer; M, L~ : List; 
b e g i n  

L1 := L~ ;  /*  L~ :  List of Elementary Relations */  
i := 1; M := {}; 
for  i := 1 t o  n do  /* n: Total number of attr ibutes */  

b e g i n  
whi le  ( L i r  {} ) do  

b e g i n  
Select one pair R = A[ai = vj] from Li; 
L~ "= Li - {R}; 
if  (aR(D) > ~ )  and (~R(D) > 5~) 

t h e n  do  Sin := Si~ + {R}; /* Include R as Inclusive Rule */  
else  M := M + {R}; 

e n d  
Li+l :---- (A list of the whole combination of the conjunction formulae in M); 

e n d  
e n d  {Induction of  Classification Rules }; 

Fig .  1. An Algorithm for Classification Rules 

4.2  E x a m p l e  

Let  us i l lus t ra te  how the  in t roduced  a lgor i thm works  by  using a smal l  da t abase  
in Table  1. For simplicity,  the  th resho ld  5a is set to  1.0, which means  t h a t  only  
de te rminis t ic  rules should be  induced.  

Af te r  the  first and  second step,  the  following th ree  L(D~) will be  obtained:  
L(m.c.h.)  = {~rod  = 0] , [M1 --- 1]}, L(migra)  = {[age = 4 0 -  49], [nat -- 
who], [prod = 1], [nau = 1], [M1 = 0]}, and  L(psycho) = {[age ---- 50 - 59], [loc -- 
who], [nat = per], ~orod = 0], [nau = 0], [M1 -- 1]}. 

Thus ,  since a re la t ion L(psycho) C L(m.c.h.)  holds, a new decision a t t r i bu t e  
is D1 = {m.c.h. ,psycho)  and D2 = {migra},  and a pa r t i t ion  P = { D 1 , D 2 )  is 
obta ined .  F rom this  par t i t ion ,  two decision tables  will be  genera ted,  as shown in 
Table  2 and  Table  3 in the  fifth step.  

In  the  s ix th  step,  classification rules for D1 and D2 are induced  f rom Table  
2. For  example ,  the  following rules are ob ta ined  for D1. 

[M1 -- 1] ~ D1 
~rod = 0] --* D1 
[nau -- 0] ---* D1 
[nat = per] -~ D1 
[loc = who] --* D1 

a = 1.0, a = 1.0, s u p p o r t e d  by  {1,2,5,6} 
a = 1.0, a = 1.0, s u p p o r t e d  by  {1,2,5,6} 
a = 1.0, a = 0.75, s u p p o r t e d  by  {1,2,5} 
a = 1.0, g --- 0.75, s u p p o r t e d  by  {1,2,6} 
a = 1.0, a ----- 0.75, s u p p o r t e d  by  {2,5,6} 

[age ---- 50 - 59] -~ D1 a = 1.0, ~ = 0.5, s u p p o r t e d  by  {2,6} 

In  the  seventh  step,  classification rules for m.c.h, and  psycho are induced 
f rom Tab le  3. For example ,  the  following rules are  ob ta ined  f rom m.c.h.. 
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Table  2. A Table for a New Partition P 

age loc nat prod nau M1 class 
150-59 occ per 0 0 1 D1 
2 40-49 who per 0 0 1 D1 
340-49 lat thr 1 1 0 D2 
440-49whothr  1 1 0 D2 
540-49whorad 0 0 1 D1 
6 50-59 who per 0 1 1 D1 

Table  3. A Table for D1 

age loc nat prod nau M1 class 
1 50-59 occ per 0 0 1 m.c.h. 
240-49 who per 0 0 1 m.c.h. 
5 40-49 who rad 0 0 1 m.c.h. 
6 50-59 who per 0 1 1 psycho 

[ n a u  = 0] ~ m . c . h ,  a = 1.0, a = 1.0, supported by {1,2,5} 
[age  = 40 - 49] ~ m . c . h ,  c~ = 1.0, ~ = 0.67, suppor ted  by {2,5} 

In the eighth step, these two kinds of rules are integrated in the following way. 
For a rule [M1 = 1] ~ 0 1 ,  [ n a u  = 0] -~ m . c . h ,  and [age  = 40 - 49] --* m . c . h .  

have a support ing set which is a subset of {1,2,5,6}. Thus, the following rules 
are obtained: 

[M1 = 1] & [nau----O] ~ m . c . h ,  a = 1.0, ~ = 1.0, suppor ted  by {1,2,5} 
[M1 = 1] & [age=40-49] --~ m . c . h ,  a = 1.0, t~ = 0.67, suppor ted  by {2,5} 

5 Experimental Results 

The above rule induction algorithm is implemented in PRIMEROSE4  (Proba- 
bilistic Rule Induction Method based on Rough Sets Ver 4.0), 2 and is applied 
to databases on headache and cerebrovascular diseases (CVD), whose precise 
information is given in Table 4. 

This system is compared with P R I M E R O S E  [7], C4.515], CN2[1] and AQ15 
with respect to the  following points: length of rules, similarities between induced 
rules and exper t ' s  rules and performance of rules. 

In this experiment,  length is measured by the number  of at tr ibute-value 
pairs used in an induced rule and Jaccard 's  coefficient is adopted as a similarity 
measure, the definition of which is shown in the Appendix. Concerning the per- 
formance of rules, ten-fold cross-validation is applied to est imate classification 
accuracy. 

2 The program is implemented by using SWI-prolog [6] on Sparc Station 20. 
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Table 4. Information about Databases 

Domain Samples Classes Attributes 
headache 1477 10 20 
CVD 261 6 27 

Table 5 shows the experimental results, which suggest that  PRIMEROSFA 
outperforms the other four rule induction methods and induces rules very similar 
to medical experts'  ones. 

Table 5. Experimental Results 

Method Length Similarity Accuracy 
Headache 

PRIMEROSE4 8.6 -~ 0.27 0.93 • 0.08 93.3 • 2.7% 
Experts 9.1 • 0.33 1.00 • 0.00 98.0 4- 1.9% 
PRIMEROSE 5.3 • 0.35 0.54 • 0.05 88.3 =t= 3.6% 
C4.5 4.9 • 0.39 0.53 • 0.10 85.8 • 1.9% 
CN2 4.8 • 0.34 0.51 • 0.08 87.0 • 3.1% 
AQ15 4.7 ~ 0.35 0.51 • 0.09 86.2 • 2.9% 

CVD 
PRIMEROSE4 7.6 ~ 0.37 0.89 • 0.05 91.3 • 3.2% 
Experts 8.5 • 0.43 1.00 • 0.00 92.9 • 2.8% 
PRIMEROSE 4.3 ~ 0.35 0.69 • 0.05 84.3 • 3.1% 
C4.5 4.0 ~= 0.49 0.65 • 0.09 79.7 • 2.9% 
CN2 4.1 • 0.44 0.64 • 0.10 78.7 • 3.4% 
AQ15 4.2 :t= 0.47 0.68 • 0.08 78.9 • 2.3% 

6 C o n c l u s i o n  

In this paper, the characteristics of experts' rules are closely examined and a 
new approach to extract plausible rules is introduced. The proposed method is 
evaluated on medical databases, the experimental results of which show that 
induced rules correctly represent experts' decision processes. 
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A Appendix 

PRIMEROSE4 calculates the following similarity measure from all the inputs. 
Although there are many kinds of similarities[2], a family of similarity measures 
based on a contingency table is adopted. Let us consider a contingency table 
for a rule of a certain disease (Table 6). The first and second column denote 
the positive and negative information of an experts '  rule. The first and second 
row denote the positive and negative information of an induced rule. Then, for 
example, a denotes the number of attr ibutes in an induced rule which matches 
an experts '  rule. From this table, several kinds of similarity measures can be de- 

Table 6. Contigency Table for Similarity 

Rule 
1 0 Total 

1 a b a~b 
Sample 

0 c d c+d 

fined. The best similarity measures in the statistical literature are four measures 

shown in Table 7. In PRIMEROSE4, users can choose a similarity measure from 
these four. As a default, Jaccard's coefficient, is used for defining similaritites, 
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Table 7. Definition of Similarity Measures 

(1) Matching Number 
(2) Jaccard's coefficient 
(3) X2-statistics 
(4) point correlation coefficient 

a 

a/(a + b + c) 
N ( a d  - b c ) 2 / M  

(ad - b e ) / v ' - ~  
N = a - i -b~ -c - t -d ,  M : ( a §  

because it satisfies not only the low computational complexity, but also a good 
performance. 


