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Abst rac t .  Motion estimation is among the key techniques for a vari- 
ety of problems in image sequence processing. Even for ideal :conditions, 
when all temporal changes in the image sequence are solely due to mo- 
tion, the performance of motion compensated prediction is limited by 
aliasing and quantization noise. This paper provides a theoretical frame- 
work for these impact allowing quantification of the power spectral den- 
sity of the prediction error signal. Both aliasing and quantization are 
shown to have important impact for typical image sequences. As an il- 
lustrative example for an application of the findings, an adaptive in-loop 
filter for motion compensated prediction is designed. Improvements of up 
to 1 dB over a standard Wiener filter are demonstrated when the filter 
adapts on the local motion as suggested by the model calculation. 

1 Introduct ion 

Motion information is an important  element in analysis, processing, and com- 
pression of image sequences. Its basic underlying idea is that  some local property 
of the image is 'nearly' preserved along motion trajectories. Most commonly, the 
intensity itself is assumed 'almost '  constant in this direction. For this reason, 
most motion estimators include minimization of a norm of the error signal of 
motion compensated prediction [5]. 

The knowledge of properties of prediction error images is important  for a va- 
riety of applications. For motion estimation, statistical models of the prediction 
error and the motion field allow a Bayesian solution of the estimation problem 
(e.g., [4, 7]). Motion compensated prediction can be improved by Wiener filtering 
when the power spectral density of the prediction error image and the original 
image are given [1]. Hybrid video coding as is employed in current standards 
(H.261,MPEG-1,MPEG-2) includes transmission of the prediction error image 
itself. Hence, near rate-distortion opt imum encoding implies a good knowledge 
of the prediction error statistics. 

This contribution extends fundamental  work of [1, 2] on the analysis of the 
prediction error by not only accounting for the impact of quantization of motion 
information but  also for the impact of aliasing noise, which is present in any dig- 
ital imaging system. Experimental  studies indicate that  the latter impact is far 
from negligible. On one hand, the analysis gives insight in performance bounds 
of motion compensated prediction. On the other hand, it provides information 
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for the design of some elements in video processing, such as motion estimators, 
motion vector quantizers or in-loop filters and prediction error coders in hybrid 
video coding. 

The rest of this paper is organized as follows. The main part given in the 
next section is concerned with a theoretical analysis of the impact of aliasing 
and quantization on motion compensation. Model assumptions for the image 
sequence and the motion fields allow quantitative evaluation of these impact 
and give insight into some basic properties. Section 3 provides an illustrative 
example of an application of these findings for motion compensated prediction as 
employed in standardized video coding. Conclusions are presented in Section 4. 

2 T h e o r e t i c a l  A n a l y s i s  o f  M o t i o n  C o m p e n s a t i o n  

For the analysis, areas of the image sequence are considered, where all intensity 
changes are solely due to motion, i.e., it is assumed that  the image acquisition 
system is ideal, all objects are diffuse reflecting, illumination is constant and 
no occlusions are present. Clearly, the performance of motion compensation in 
such regions will serve as an upper bound for real imagery. A system model for 
the prediction error is depicted in Figure 1. Input to the system is the intensity 
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Fig. 1. System model for the prediction error 

pattern g0(x) at time t = 0 with continuous spatial coordinates x = (x, y)T E IR 2. 
In contrast, n : (n, m) T E 72 will denote discrete coordinates of sampled fields. 
The upper branch of the system models the formation process of the following 
image gl (n). Firstly, the pattern g0 (x) is displaced according to some true motion 
field v(x) = (v(x), w(x)) T to form the continuous pattern 

g l ( x )  = g0(x  - v ( x ) )  (1) 

at time t = 1. Secondly, it is subsampled to gl(n) which is the output of the 
image acquisition system at time t = 1. Note that the model assumes existence 
of a true motion field v(x). 

The motion compensated prediction t~l(n) of g l (n ) i s  composed in the lower 
branch. A subsampled version of g0(x) is interpolated by the filter with transfer 
function H(f) ,  where f =  (f~, fv~E]IZ 2 denotes 2D frequency. Subsequently mo- 
tion compensation employing some estimated motion field ~'(x)= (~)(x), zb(x)) T 
is performed. Finally, the motion compensated prediction #1 is subsampled onto 
the image lattice. The prediction error is defined as e(n) = gl(n) - #l(n). 
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Even for these ideal conditions, motion compensated prediction cannot be 
expected to perform perfectly, i.e., e(n) r 0 for the following two reasons: 

- The image sequence is subsampled in both temporal and spatial direction 
causing motion-dependent aliasing. 

- Motion estimation is subject to estimation errors and transmission of motion 
estimation is subject to quantization noise, i.e., ~r r v. 

For a sufficiently small neighborhood, the motion field can be approximated by 
a first order expansion as 

v(x)  * (bxz + c~, byy + Cy) T. 

This comprises translation by c = (c,, cy) • as well as linear dilation by b = 
(bx, by) T. If the intensity image and the prediction error are at least weakly 
stationary, the power spectral density of the latter can be decomposed as 

r  = eglgl (f) + r (f) - 2Re{r (2) 

For exact estimation of integer 1 1 the prediction error e(n) is derived l + b x  ' 1-I-b~ 
to be at least weakly stationary in the appendix. Moreover the power spectral 
density of the prediction error (2) is shown to become 

r162 : aZlll(f), {~r + [r 2 (3) 

where a : ( l + b ~ ) ( l + b y ) ,  f :  ( ( l + b ~ ) h ,  (l+bu)fy) T and i l l ( f ) :  ~ne77:5(f  - n) 
denotes the two-dimensional Dirac-pulse sequence (Shah function) [6]. This find- 
ing gives insight into important properties of prediction error signals as will be 
discussed in the sequel. 

In order to isolate the aliasing impact, a perfect motion estimator is assumed 
for the moment, i.e., b = b ,  ~=c .  

The autocorrelation function of the intensity pattern g0(x) is modeled iso- 
tropic with power 1 [3] 

~g0g0(x) = pllXll, 

where a typical correlation coefficient is p=0 .9 .  
Figure 2 depicts examples of the prediction error energy due to aliasing for 

an ideal lowpass interpolation filter 

{ 1 if If~l,lfvl < �89 
H ( f ) =  0 otherwise. 

The aliasing vanishes when all motion vectors connect pixel sites between the 
two images. It is worth noting that the distance between the original image and 
the aliasing can be less than 12 dB and hence aliasing is far from negligible in 
typical coding applications. 

When the prediction error due to inaccurate motion vectors is assumed in- 
dependent from aliasing, it can be derived from eq. (3) as 
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Fig. 2. Prediction error due to aliasing 

E { r  = a.  I l l ( f ) ,  {600o(f) �9 [1 + IH(f~ 2 - 2Re{H(f) -  Fac(f)}]} ,  (4) 

where Fzac(f) = E{ e j2~'x:f } is the characteristic function of the random variable 
Ac = c - a  denoting the error of translatoric motion. For the special case o fb  = 0, 
(4) becomes a result of [1] which was derived for rate-distortion optimum coding 
of gaussian distributed images at high data rate. 

When motion inaccuracy is solely caused by linear scalar quantization with 
small step size A, it can be modeled as uniformly distributed with characteristic 
function F a c ( f ) =  s i n c ( T r A f x ) s i n e ( r r A f y ) .  Figure 3 depicts the expected power 
of the prediction error according to eq. (4) for this situation. 

A straightforward choice for the accuracy A in a high quality video coding 
scheme is to postulate that the error due to motion inaccuracies should at most 
be of the same magnitude as the error due to aliasing determined by the im- 
age acquisition system. As can be seen from Figure 3, this is already satisfied 
in average for A = 1, i.e., pixel accurate motion compensation. A theoretical 
justification for the common choice of sub-pixel accurate motion vectors can be 
provided by a closer look at the power spectral density (3) of the prediction 
error depicted in Figure 4. Visual distortion in the motion compensated predic- 
tion occurs mainly in regions with a true motion vector pointing between pixel 
sites, i.e., v(x)=(n+�89189 T, where n, meZ. In those regions the prediction 
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error is dominated by aliasing at high frequencies. At lower frequencies which 
1 are significant to a human observer, an accuracy of A = �89 or even A = X is 

required if no significant distortion is to be added by motion inaccuracy. Hence 
sub-pixel accuracy is required to reduce the error due to motion inaccuracies to 
the magnitude of the aliasing error in all regions of the image. 

3 An Application - Adaptive Wiener In-Loop Filter for 
Motion Compensated Prediction 

This section sketches an example for an application of the above findings. In 
video codecs employing motion compensated prediction, a filter with transfer 
function W(f )  is placed behind the motion compensation in the lower branch 
in Figure 1, known as in-loop filter. Qualitatively it attenuates the prediction 

at high frequencies. A Wiener filter with transfer function Ww(f )  = r 
r 

is the fixed filter that  achieves opt imum SNR, where ~i8 denotes the motion 
compensated prediction before the filter. A fundamental fact that  can be seen 
from Figure 4 is that  the necessary accuracy of motion vectors depends on the 
true motion. Therefore, the in-loop filter ideally adapts to the local motion. For 
integer local motion, it should be close to an ideal allpass whereas for non-integer 
motion it should at tenuate the prediction stronger. This suggestion has been 
verified for a simple block-based motion compensating predictor, as is employed 
by H.261 and MPEG1/2 .  Motion estimation was performed by full search block- 
matching maximizing PSNR of motion compensated prediction. 
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Fig. 5. PSNR of motion compensated predic- 
tion for the sequence 'salesman' 

Figure 5 depicts the PSNR for the 
CCITT sequence 'salesman' for adap- 
tive and non-adaptive Wiener in-loop 
filters, both with 4 tabs. The adap- 
tive Wiener filter was optimized for 
each individual sub-pixel amount of 
motion. The improvement of adap- 
tive Wiener filtering over standard 
Wiener filtering of up to 1 dB con- 
firms the model calculations of the 
previous section. Since in hybrid video 
coding, motion information is trans- 
mitted to the receiver anyway, these 
improvements can be achieved with- 
out transmission of additional data. 

4 Summary and Conclusions 

A theoretical framework to investigate the influence of motion vector quantiza- 
tion and aliasing on motion compensated prediction has been presented. Based 
on a simple model, fundamental  properties of the power spectral density of the 
prediction error signal were examined. It was shown that  the impact of aliasing 
and quantization delimit the performance of motion compensation for typical 
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situations. Interestingly, these distortions strongly depend on local motion. As 
an illustrative example for an application of these findings, an adaptive in-loop 
filter for motion compensated prediction has been designed. Significant improve- 
ments over a standard Wiener filter confirm the model calculation. Since in video 
coding, motion information is t ransmit ted to the receiver anyway, these improve- 
ments can be achieved without transmission of additional data. 

A p p e n d i x  
Equation (3) is reached by evaluation of the three terms at the right side of 
equation (2). From (1) the autoeorrelation of gl becomes 

~glgl(n) = ~g~176 1 ~-b~' 1 

with Fourier transform 
Cglgl(f) = aCg0g0(f ) �9 ~l(f). (5) 

Without  loss of generality the filter H can be assumed a non-ideal lowpass 
H ( f )  = 0 Vlf I > 0.5. Denoting its autocorrelation function by ~hEh(X) one can 
write 

n m 
~ 1 ~  (n) = E ~g~176 l + b ~  i ' l + b y  J 

i,j=-cx),-c~ 

with Fourier transform 

I f / =  ~ �9 ,,,If). (6) 

Finally, for integer I I-- the cross power spectral density Cjlg~ exists and 
l+bx ' l-Fb~ 

after some calculations can be written as 

[wg0 g0 \ ~ ) e  

Insertion of (5), (6) and (7) into (2) yields (3). 
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